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INTRODUCTION 1

OUTSIDE SYSTEM CONNECTIVITY

1. INTRODUCTION

The Internet of Everything (IoE) is continuing to expand in applications that demand larger volumes of data with faster
communication. The IoE was initially defined as a wide range of Internet of Things (IoT) devices communicating with
cloud computing that store data and which was analyzed with applications and actions communicated. As IoE was used for
a broader range of applications, some applications had unacceptably slow performance due to the latency of communicating
with the cloud. To overcome this latency limitation, some applications added local storage and processing close to the loT
devices and network, which is referred to as “Edge” computing.

Most applications will employ RF/microwave wireless communication to connect to the internet which will then connect
through high-performance backhaul or fiber optical interconnects to a cloud data center. In the future, millimeter waves
(mmWaves), massive multiple input multiple output (MIMO) or other 5G media will be implemented for high-speed
connection to terminal devices, while low-power wide area network (LPWAN) communications, such as long-range WAN
(LoRaWAN), SIGFOX, LTE Cat 0 and narrow band-IoT (NB-IoT), will be utilized to connect and provide enormous data
to the cloud and/or edge computing system from loT-edge sensor devices. Within the data center, communication to servers
is through fiber optical interconnects with signals being routed through multiple routers. Upon arrival at a router, the optical
signals are converted to electrical, routed and then converted back to optical signals, which adds to energy consumption
and latency. The requested data is then routed out of the data center and returned to the requesting IoT devices through a
path similar to the request path.

Internet access in rural and remote areas is being provided through satellites in some cases and there is demand for mobile
phone access in extremely remote areas. Currently, satellites can broadcast to mobile phones and in some cases receive
emergency signals. There is interest in having mobile phone voice communication through satellites and eventually full
internet access through satellite. For options of satellites, Geo-synchronous satellites are ~22,000 miles above the earth, so
mobile phone signals at this elevation would be extremely weak. On the other-hand, near earth satellites 100-200miles
above the earth and are moving at speeds of ~20,000mph (32,000 km/hr) and doppler effects must be accounted for as the
satellite approached and then passes the ground device. So, many challenges must be solved before mobile phone internet
communication though satellites would be viable. Multiple companies have been able to link low earth satellites with ground
based mobile phones and communicate through the satellites; however, the data rates are not published.

Applications that required fast communication and decision making, such as autonomous vehicles and traffic control, are
adopting edge computing. In this model fast communications are made between the edge and vehicles and traffic flow
controls and filtered data is communicated between the edge computing and the supporting cloud computing capabilities,
Fast communication with low latency is required between some IoT devices and the edge, while fast communication will
be required also between elements of the edge. Computing in the edge can be performed in a micro data center, which is
connected to the network and the internet. As vehicles progress toward autonomous functioning, decisions will be made by
Al processors in the vehicle that collect and process inputs from internal sensors, other vehicles, traffic controls, and edge
computers.

With the rapid growth of artificial intelligence (Al) applications, high data rate internet applications and IoT,
communication rates in data centers need to grow to support high speed access and provide high speed low latency
communication between servers, special Al processors and memory or other servers. With increased use of high-resolution
video, virtual reality, and augmented reality applications, ever higher data rate communication with lower latency is required
in data centers. Communication between racks and switches is carried by optical interconnects; however, the capacity of
switches is increasing faster than the capacity of fiber interconnects. Also, the power consumed by the switches in data
centers is ~approximately 30% of the power consumed in the data center. To reduce switching power and overcome the
fiber capacity gap, companies are working to integrate silicon photonic I/O into the switch package. There are also efforts
to extend fiber into the server into packages and thus reduce power. Currently, short range (<100m) fiber communication
uses VCSELs with multi-mode fiber, which has a significant cost and power advantage over single mode communication.
There is an interest in employing single mode fiber communication throughout data centers. However, there are significant
technical challenges with developing and implementing single mode fiber with low loss and cost for these applications.
These challenges will be discussed in this chapter.
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INTRODUCTION 2

High performance computing (HPC) is increasingly being used in machine learning applications. A critical requirement in
machine learning is for high-speed simultaneous broadcast of data to many processors. So, new interconnect technology is
needed and new silicon photonic devices may enable communication solutions.

Emerging information processing technologies based on superconductor circuits operate at cryogenic temperatures (below
—150 C or 123.15K) and have demanding requirements for connectivity between cryogenic and room temperature
environments. Examples include single flux quantum (SFQ) digital logic, which produces voltage pulses on the order of 1
mV high and 1 ps wide, and some circuits used for quantum computing (QC). As cryogenic electronic technologies progress,
efficient interconnects need to be developed to allow communication with room temperature systems at high data rates. For
additional information and current status, see the IRDS chapter on Cryogenic Electronics and Quantum Information
Processing.

WDM Signals RE Microwave
o Central Office

Metro/Access —

Networks
WDM Optical
Router or
Passive Network

p—
Wireless RF

wy/) or Photonic _y)

= Net =

=
; Electrical or Photonic Network

Factory, Warehouse, etc.

Duplex o \r Wireless F
Home C . g & W/
— onnection Electrical or Photonic Network
n to Users Office, Shopping Center, Medical Center, etc.
Small or Home
Office

Figure OSC-1. Wireless and Optical Interconnect Networks Example

Note: An example of a network from the “cloud” to large offices, small offices and homes where electrical, optical and wireless
communication are employed to support different needs.

1.1. CURRENT STATE OF TECHNOLOGY

Currently, mobile devices are supported by 4G LTE and 5G networks with theoretical download data rates of up to 10
gigabits per second (Gbps). Maximum actual 5G download data rates in South Korea were measured to be 432.5Mbps June
2023 with data rates being lower in other countries. IoT devices communicate over a wide range of networks including
multiple LPWAN, Bluetooth, Wi-Fi, and higher data rate devices over cellular 5G networks. The IoT devices
communicating to Bluetooth and LPWAN networks typically communicate at data rates less than 2 Mbps, or less than ~100
Kbps in LoWA. Many of the IoT sensors and transducers operate on battery power, so they send data in burst and go into
standby mode when not transmitting data. Some IoT devices such as wireless headphones must receive data continuously
while operating.

Internet access, or even voice communications, through terrestrial networks in remote geographies is not available,
however, non-terrestrial networks (NTN) are providing internet access through satellites. A satellite ground station
communicates with the internet through a satellite and acts as a base station for the region. Currently, several satellite
companies are working with telecom companies to enable direct communication between mobile phones and satellites. To
date, they have demonstrated the ability to send text messages from mobile phones to satellites and then the internet. They
are proposing to add voice and data communication from mobile phones through satellites in the future.

Telecommunication fiber optic networks are currently able to communicate at 100 terabits per second (Tbps) utilizing
multiple wavelengths and modulation technologies. Microwave backhaul communication currently operates at data rates of
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INTRODUCTION 3

400 Mbps. Thus, wireless backhaul is easier to install; however, fiber backhaul can carry a much higher rate of data
communication.

Within the data centers, most are using fiber optic active optical cables (AOC) that take electrical data input, convert it to
optical data with lasers, transmit it over fiber and then convert it to electrical output at the other end of the cable. Current
AOC communicate at 400 Gbps; however, once a data center is “wired” with AOC, the maximum data rate is limited by
the cabling. To connect every server in a data center, this requires a server to communicate with a switch(router) and within
a large data center, data must go through approximately 6—8 switches before reaching its destination.

The use of application specific processors in Data Centers has increased in recent years and these may have unique
communication requirements. These include matrix solvers, neural processors, and in the future quantum computers may
be used in data centers.

1.2. DRIVERS AND TECHNOLOGY TARGETS

For mobile cellular devices, the drivers are the maximum data rate and the number of antennas to support multiple wireless
technologies. The maximum theoretical data rate for cellular is currently 7Gbps and the number of antennas is 13 to support
GPS, Bluetooth, Wi-Fi, 3G, and 4G LTE, 5G and other needs. Cellular data rates are targeted to increase to 10 Gbps in
2024 with the introduction of improved 5.5G wireless technology. Power amplifiers and A/D converters need to have
improved energy efficiency at multi-GHz and mmWave frequencies to support 5G-6G to enable improved battery life for
mobile phones at high data rates.

For data centers, the drivers for communication are the data rate per server unit, which is currently 800 Gbps, and power
consumption. Data centers typically upgrade servers approximately every three years and would like to have the data rates
increase when they upgrade the servers; however, this would require upgrading the AOCs with every server upgrade. Power
consumed in communication and switching is becoming significant, 30% of data center power in 2013, so Data Centers
are requesting that optical I/O be integrated into the switch package by the 51.2 Tbps switch. The Consortium for On Board
Optics (COBO) is driving to have the photonic transmitter and receiver on the board and connecting this to single mode
fiber in the data center. This would enable upgrading the data center communication data rate when the servers are upgraded.
At the same time, the switches (routers) in data centers are adding communication capacity and ports that consume
considerable power, so the industry is seeking ways to reduce router thermal density and improve energy efficiency.

Analysis of “big data” and artificial intelligence applications are growing with multiple special processors and computers
needing to be engaged and able to exchange raw and partially processed data with low latency. One type of analysis that is
increasingly being employed is “machine learning” that often uses neural networks. Currently, data centers and high-
performance computers (HPC) are used for machine learning with extremely large training sets where inter-processor
communication bottlenecks slow the learning process. If machine to machine or machine to memory latency could be
reduced to 250-300ns for a large number of processors, this could significantly improve machine learning. As a wider range
of application specific processors are used in data centers with increased need for larger data sets, communication
requirements will be more difficult to fulfill with the required latency.

1.3. VISION OF FUTURE TECHNOLOGY

Cellular communication devices will be able to automatically connect to data sources seamlessly through terrestrial and
non-terrestrial networks with the required speed for the applications being used. Autonomous vehicles will be able to have
continuously updated maps of traffic issues, obstacles and hazards as well as communicating with other vehicles to
understand their intentions to change lanes or directions. Mobile IoT devices and systems will be able to connect to their
host application on the cloud through a variety of networks without allowing security breaches of themselves, the host
application or the internet or cloud. Non terrestrial networks (NTN) are being developed to enable communication from
mobile phones in underserved areas with voice and the internet. These NTN’s consist of either low earth orbit satellites or
high flying drones.

Data centers will have high data rate communication that is upgraded when servers are upgraded without recabling the data
center. Latency of communication within the data center will be reduced by all optical switching and routing; however, if
latency could be dramatically reduced new data center architectures may be enabled. Power consumption of communication
and routing will be reduced by a factor of 10 even though the data rate has increased by a factor of over 10.

Quantum computers (QC) have the potential to solve very difficult problems and may be employed as an application specific
processor; however, they need to have much larger sets of Qbits. They must be able to communicate data with other
quantum computers and other types of information processors. For cryogenic QC, the thermal load of interconnects in the
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cryo system must be low, so optical interconnects would be a good solution. This would enable integration of multiple QCs
within a data center.

2. SCOPE OF REPORT

2.1. 10oE COMMUNICATION

Outside System Connectivity encompasses the assessment of communication requirements and technology for products
and devices on the Internet of Things (IoT) to communicate with the internet and technologies required to deliver
information to the cloud and within the cloud. Applications include automobiles, aerospace, and a wide range of IoT
applications including personal use, home, transportation, factory, and warehouse. Communication of data over fiber optic
communication circuits to data centers and fiber optic communication within data centers is in the scope of this chapter.

With the wide range of applications that need to communicate on the Internet of Everything, the applications in OSC scope
are mapped to the technologies that support them or may support them in the future in Table OSC-1.

Table OSC-1 Technologies Mapped to Applications

2.1.1. RF WIRELESS

Examples of [oT devices could include numerous products, embedded medical devices, appliances, autonomous vehicles,
tools, energy monitoring devices, etc. Many of these devices will communicate with the internet through wireless RF and
may need to connect though multiple types of systems, such as Wi-Fi, Bluetooth, LPWAN, wireless phone protocols, etc.
For many devices such as implanted medical devices, autonomous vehicles, energy regulating devices, etc., security from
tampering will be critical, so both software (not included) and hardware solutions may be required to provide adequate
security from wireless intruders or internet hacking. RF wireless communication devices including analog to digital (A/D)
and digital to analog (D/A) converters, amplifiers, mixers, passives, and antennas. To meet the frequency, power and
functionality requirements of the D/A converters and amplifiers may require circuits based on CMOS, BiCMOS, SiGe, or
II1-V technologies. Heterogeneous 2.5D and 3D integrations of silicon-based and III-V technologies would facilitate the
power efficiency tradeoff for mmWave RF, and wide band data conversion functions for 5G and beyond communications.

2.1.2. PHOTONIC INTERCONNECTS

Photonic interconnects are used for communication in local area networks (LANSs), telecommunication networks to connect
base stations to telecommunication centers and cloud data centers and communication within the data center. Free space
optical communication is emerging as a potential application in warehouses to manage inventory as well as data centers to
provide greater flexibility via software defined directional transmission and reception. Devices include signal conditioners,
lasers, a variety of modulators, technologies to enable mixing wavelengths (MUX) and separating wavelengths (DeMUX)
in compact spaces and detectors and amplifiers, signal conditioners, waveguides and photonic connectors. The scope also
includes technologies to integrate optical devices on substrates such as silicon, in packages or on printed circuit boards or
optical I/O chiplets to reduce size, increase operating speed, and reduce cost. In the longer term, devices that could enable
hybrid or all photonic based switching and routing and photonic logic. A new potential application of photonic interconnects
is for quantum computer I/O or to network multiple quantum computers into a larger virtual quantum computer.
Components required for different optical interconnect types are shown in Table OSC2.

Table OSC-2 Optical Interconnect Building Blocks

3. SUMMARY AND KEY POINTS

RF wireless and photonic interconnect data rates need to increase to support high performance applications, large increase
in IoT devices and storage and analysis of data on the cloud. The largest increase in data rate for RF wireless came with the
introduction of 5.5G and 6G technology, which will be used for content rich applications on mobile phones and to analyze
data from the huge number of sensors on autonomous vehicles. These high data rates (>10Gbps) may also enable totally
new applications. In data centers, the Consortium for On Board Optics (COBO) is working with research consortia and
industry to enable board level photonics so data rates can be upgraded when new servers are installed in data centers, reduce
power consumption, and reduce PCB weight. In addition, the data center industry is driving for the integration of optical
I/O into switch packages to reduce switch power requirements for the 51.2 Tbps switches and beyond.

To enable ubiquitous mobile device communication, direct communication through satellites is being pursued to enable
seamless digital connectivity through terrestrial and non-terrestrial networks. It is proposed that a low earth orbit (160-
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320km) satellite network will be developed starting in 2024. Significant challenges must be overcome including satellites
detecting weak mobile phone signals while traveling at ~32,000km/hr. (20,000mph).

Multiple LPWANS, Bluetooth, Wi-Fi, and 5G+ are competing to provide access for [oT devices. Some applications need
very low power operation, so more energy efficient devices may be needed for the radios.

Significant progress has been made to develop active phased array antennas to enable 5G+ communication. These highly
directional antennas enable longer range communication with lower power, reduce interference and may enable methods to
improve security.

In the past year, products have been introduced with silicon photonics that enable higher data rate communication with
lower power and cost. These products can be integrated into AOCs or integrated onto packages or chiplets to enable low
power photonic I/O. Future devices need to operate at higher data rates and have higher levels of integration in more
compact form factors to further reduce power consumption and cost.

For package-integrated photonics to be viable in data centers, robust low loss (<1 dB) connectors must be developed for
single or multi-mode fiber connection to the packaged switches or processors.

4. CHALLENGES

4.1. NEAR-TERM CHALLENGES
4.1.1. RF NEAR-TERM CHALLENGES

In the near term, the key challenges for RF are achieving high-performance energy efficient RF analog technology
compatible with CMOS processing and delivering capabilities to support emerging high data rate applications for fixed and
mobile devices, as shown in Table OSC-3. Power amplifier and digital to analog and analog to digital converter efficiency
degrade at higher frequencies and sampling rates, respectively. To achieve high performance RF with high energy
efficiency, CMOS gate resistance must be reduced with technologies that are compatible with CMOS processing.
Furthermore, SiGe and III-V performance needs increased f; and fuax while being integrated with CMOS. Furthermore,
passive devices need to be integrated on CMOS with higher performance.

To support a wide range of internet of everything (IoT) devices, increasingly complex antennas need to be developed that
can fit in small form factor systems. Also, security capabilities need to be developed to eliminate hacking or eavesdropping
by unauthorized devices.

With the density and data rates of RF communication continuing to increase, the potential for interference between
transmitters will increase, so techniques will be needed to reduce interference. Massive MIMO (mMIMO) and mmWave
will need very energy efficient components (i.e. power amplifiers, etc.) and highly directional antennas to broadcast longer
distances with lower power consumption. Also, mobile devices such as phones will need multiple antennas to connect to
base stations in both terrestrial and non-terrestrial networks as the device changes directions and some paths may be
obstructed by absorbing structures. With multiple antennas, multiple circuits will be needed to send signals to the antennas
with correct phase and these need to be very energy efficient.

4.1.2. OPTICAL INTERCONNECT NEAR TERM CHALLENGES

Many applications would make use of optical interconnects to increase data rates and reduce energy consumption; however,
significant challenges must be overcome for these to be viable. In the near term, it is critical that the cost of optical
interconnect technologies be reduced and also that the information density be increased, as shown in Table OSC-3. The
most immediate need to exploit optical technology for connectivity is to reduce cost for emerging applications. The known
current and potential applications are:

1. Data rates through switches (routers) and I/O densities in data centers are doubling every 2-3 years and the I/O power
will limit performance, so integration of the optical I/O into the switch package is needed to reduce power consumption.

2. Data transmission for <5 km fiber to the home, <1-2 km in data centers, <1-2 meter in racks, a few centimeters device
to device.

3. High end microprocessors requiring >10 Tb/s of data IO.

Reducing the cost of optical technologies for these applications requires design, process development and component
integration to minimize acquiring components and joining/assembling these individual parts. Low-cost pluggable low loss
connectors are needed for connecting single mode or multi-mode fibers to each other and to silicon photonic devices. Thus,
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achieving lower cost requires defining the details of the application needs, so that specific processes can be developed and
improved.

Silicon photonics has the potential to enable higher data rates with lower cost; however, multiple suppliers are developing
competing solutions that are not interchangeable. Since data centers need multiple suppliers, it will be important to develop
standards that enable pluggable replacement of components at some level. Even though different silicon photonic
manufacturers use different manufacturing processes, the components need to operate inter-changeably.

4.2. LONG-TERM CHALLENGES

4.2.1. RF LONG TERM CHALLENGES

The biggest challenge for RF is to cost effectively increase the energy efficiency of >10GB/s communication for mobile
devices. The energy efficiency of power amplifiers and DAC/ADCs decreases at frequencies above 10GHz. With 6G
frequencies projected to be above 100GHz new technologies and circuits are needed to improve energy efficiency, but
cost will need to be reduced for mobile devices.

4.2.2. OPTICAL INTERCONNECT LONG TERM CHALLENGES

In the longer term, standard interfaces will need to be developed for a number of high-performance optical interconnect
technologies. To eliminate multiple optical-electrical-optical conversions in routing signals, optical information processing
and logic needs to be developed. To increase optical processing density the third dimension needs to be utilized, as shown
in Table OSC-3

The longer-term challenge that needs the most research is to enable optical routing functions. As mentioned earlier,
significant time and energy is expended in converting optical signals to electrical signals in a router, decoding them to set
the path and then converted to optical signals that are launched on the new path. Hybrid electrical/optical routing capabilities
have been demonstrated in research to establish optical routing paths. More advanced capabilities with all optical routing
may be capable of dramatically reducing the latency of communication between a CPU and memory or other CPUs.

Reducing latency in communication in data centers could enable applications of new architectures for communication
between servers. Electro/optical routing is used in telecommunication and has been demonstrated with multiple
technologies (i.e., MEMs) in “edge” applications. Thus, introduction of hybrid E/O routing in data centers may be efficient
for sending large data streams.

If it were possible for optical logic to decode the routing instructions and change the optical path, this could significantly
reduce the latency and potentially the energy of optical routing in a data center or local area network. Research is needed
to identify materials, structures and devices that could perform optical logic such as decoding instructions, identifying paths
that are available and switching the optical data stream to a new path.

Table OSC-3 Difficult Challenges

Near-Term Challenges: 2024-2030 Description/ Summary of Issue(s)

Achieving high frequency, energy e ADC efficiency degrades at sample rates above 50G samples/s
efficient ADC/DAC technology (200Gb/s).

compatible with CMOS processing.

Components to meet 5G Performance e Increasing energy efficiency of amplifiers while increasing operating
Requirements. frequency.

e Antennas to support multiple band communication in compact mobile
devices.

e High efficiency directional antennas are needed to increase range with
low input power.

Integration of ASIC switches with e Establishing at least 2 suppliers with compatible optical I/O chiplets
optical I/O with high volume manufacturing.

Agreeing on standards for silicon e Multiple manufacturers are developing competing solutions. Multiple
photonic form factor and interfaces. manufacturers are developing competing solutions.
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Technology development is expensive.

The market is small, so little incentive for competitors to develop
standards.

5G mmWave Noise Cancellation.

White noise is expected to be 30-36 dB higher than 4G, so circuits are
needed to cancel the noise.

High density of RF signals are expected to interfere with mmWave
communication, so circuits are needed to cancel these signals.

This may require use of noise phase resonators (e.g. photonic
resonators) with multiple clocks.

Long-Term Challenges: 2031-2039

Description

Increasing the density of silicon
photonics to reduce cost while reducing
power consumption

Optical devices are often linear or planar yet much could be done,
especially to reduce size, utilizing the 3rd dimension.

Design, but specially fabrication in “Z” is “hard”. Some type of 3D
printing might enable this technical solution.

Developing low power higher efficiency lasers and modulators requires
new technology.

Develop methods for communication
between systems with different
wavelengths, polarizations,
modulations.

Technology is needed to up or down shift photons to different
wavelengths.

Technology is needed to change polarization of light when entering a
different system.

Devices are needed to translate and transmit photonic modulated
information to a system with a different modulation scheme (i.e.,
Modulation Converters).

Reducing latency of communication
between processors and memory or
other processors in data centers.

Signals from the processor must be serialized, converted to photons, and
(photons converted to electrical be routed then converted back to
photons multiple times).

Switches must arbitrate between conflicting routing request that adds
latency.

Regenerate digital signals in the optical domain without returning to the
electronic domain, a capability that is likely to require non-linear optical
materials.

Perform logic operations in the optical domain.
Identify a strategy for reliable O/I with point-to-point connectivity.

May need a hybrid switch for small packet vs. large file messages.

Increasing energy efficiency of
communication above 10 Gbps for 6G
cost effectively.

Identifying an energy efficient communication architecture and
protocol.

Developing energy efficient components to support high data rate
communication for 6G

5. TECHNOLOGY REQUIREMENTS

5.1. SUMMARY

In the IoE, communication from IoE device applications to the cloud is conducted with wireless, conventional copper, and
optical interconnects. Within data centers, the cloud, communication is performed over copper and increasingly over fiber
optical links and there is a need to increase data rates to support increasing traffic volumes. Increased use of artificial
intelligence to learn on huge data sets is creating communication bottlenecks in data centers and high-performance
computing centers, so new communication architectures and technology may need to be developed to mitigate these
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bottlenecks. For IoT applications, the communication needs will vary significantly depending on the amount of data to be
sent and speed of communication with the cloud and latency required by the application. Often, a performance leading
application will drive the development of new high-volume capabilities and these will be adopted later by other applications.
For optical interconnect technology, the potential high-performance high-volume driver is within data center
communication. For RF wireless communication, the volume drivers have been mobile smart phones; however, autonomous
vehicles may emerge as a high data rate low latency wireless communication “driver” in the near future. Thus, the needs of
each application are discussed in more detail in the sections below.

5.2. DATA CENTER

The 21st Century is clearly characterized by the explosion of requests for computing, storage and communication. This has
been mainly driven by the worldwide spreading of fixed and mobile systems’ capabilities that have brought any kind of
information, such as voice, data and video, available to anybody, anywhere and anytime. Furthermore, the dramatic increase
in use of Al is requiring higher bandwidth communication with and between ASIC Al processors.

Data Center infrastructure has become one of the faster growing areas for IT networking. Annual global data center IP
traffic will reach 8.6 zettabytes (715 exabytes [EB] per month) by the end of 2018[1], up from 3.1 zettabytes (ZB) per year
(255 EB per month) in 2013. Global data center IP traffic will nearly triple (2.8-fold) over the next 5 years. Overall, data
center IP traffic was forecast to grow at a compound annual growth rate (CAGR) of 23 percent from 2013 to 2018. A key
requirement for data centers is the need for low cost, high performance, high density, and low power networking
connections. In this environment, a dramatic ‘bottleneck’ is the difficulty in moving massive amounts of digital information,
at each scale of dimensions: from worldwide links to chip-to-chip and even intra-chip interconnections.

The dramatic increase in use of artificial intelligence (Al) applications has introduced multiple specialized processors and
these need to be networked especially when being trained on extremely large data sets. This is requiring higher bandwidth
high data rate communication between the Al processors.

A major issue with data center networking is once a data center is “wired” with active optical cables, the maximum data
rate of the center is fixed even though server data rates can be increased when they are periodically upgraded. Thus, server
communication data rates can only be upgraded by rewiring the data center, which is a major undertaking.

For new communication technologies to be integrated into data centers in high volume, technology must be established that
offers performance, power and cost advantages over existing approaches. It must be determined whether the optical
transceiver should be integrated at the package level to provide these advantages. Also, the new transceivers must be
optimized to minimize cost and power consumption in its application in the data center. Several new topologies are being
evaluated to improve data center communication and new optical transceivers must effectively support each of these.

Switching port density is increasing rapidly to and above 128 ports; however, the space allowed for connectors is not
increasing and there is also a desire to allow the continued use of legacy connectors. Furthermore, as more ports are added
to switches, the power is rapidly increasing with a significant amount of power to communicate with optical I/O that is
mounted on the board. Thus, alternative technologies are needed that enable more servers to communicate with the
switching systems.

With increased use of application specific integrated circuit (ASICs) processors, there is demand for higher bandwidth
higher data rate communication. Quantum computers may be integrated into data centers and HPC centers and would need
to communicate with servers and possibly ASIC processors. To solve large problems may require many quantum computers
to be communicating to appear as one large QC. This would require very highspeed parallel communication paths and
optical networks may need new I/O to communicate with the quantum bits.

For the sake of simplicity, the data center application areas can be separated into two categories: Outside of Rack and Inside
of Rack.

5.2.1. OUTSIDE OF RACK

At this level, the issue of interconnecting the enormous number of server and storage equipment inside Mega data centers,
for instance those built for cloud computing applications, is addressed. From the networking architectural perspective, a
noticeable transition is underway from a rigid infrastructure interconnecting several levels of switches and routers with
different capacity to a much flatter and more flexible mesh, the so called “spine-leaf” architecture that is able to directly
link each rack to any other, in relatively large portions of the data center. This provides a considerable reduction in the
latency of the overall system, providing much more effective services to the users.
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In this scheme, for the rack-to-rack communication, different requirements may be drawn for at least 3 different
transmission distances, indicatively: 10 meters, 500 meters and few (1 or 2) kilometers. The differentiation arises from the
necessity to optimize the dimensions, the power consumption and the performance of different kind of transceivers, the so-
called optical modules.

Many module form-factors are currently adopted, for instance those belonging to CFP and QSFP families, which have
become industrial standards. Such pluggable solutions provide the highest level of flexibility, in terms of quick upgrading
of the optical ports’ speed and easiness of interconnection to the optical infrastructure, through pluggable passive optical
connectors. The choice of Single Mode Fiber has already been well accepted everywhere.

For the shortest range of distances, i.e. few tens of meters, VCSEL based multimode fiber is used in active optical cables
(AOC). In this case the E/O and O/E conversions are implemented inside the ‘connector’ of a fully terminated cable. These
active connectors have the same form factor as many of the optical module connectors, e.g. CFP or QSFP, as shown in
Figure OSC-2. The user can therefore adopt this cabling system as a straightforward replacement of copper cables, but at
much higher capacity and higher performance in terms of the signal integrity while reducing the size and power of the
cabling.

AOC Cable AOC Cables Connected to Back of Rack

Figure OSC-2.a. Active Optical Cable (AOC), here with multimode fiber,
and b. AOC Connected to Back of Server Rack in Data Center

Finally, the necessity to interconnect the data centers to the rest of the world calls for a different kind of transceiver modules,
transmitting/receiving at much longer distance ranges (10’s and 100’s of kilometers). But these can be considered belonging
to the Telecommunication segment.

For longer distance communication with optical modules, the data rates per lane (per single wavelength) must increase as
shown in Table OSC-4. As data rate requirements increase and lower power is required with AOC (Table OSC-5), the
components must still fit into a very small form factor, which will become increasingly difficult.

Table OSC-4 Wavelength Division Multiplexing Module Performance Requirements

Table OSC-5 Data Center Outside of Rack Requirements

Table OSC-54 Photonic Interconnect Potential Solutions

5.2.1.1. OUTSIDE OF RACK CHALLENGES

The challenges are very similar for all the different kinds of optical transceivers listed above: in the first instance,
dimensions of optical modules and power consumption, in terms of energy/bit reduction, are of paramount importance to
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provide an ever-increasing throughput capacity at the front panels of racks/boards. Then, the performance, in terms of ever-
increasing bit rates and quality of signals, in terms of very low BER (Bit Error rate), are necessary to guarantee a fully
reliable interconnecting mesh. Last, but not least, the low cost, in terms of $/bit, is fundamental to make affordable and
convenient to use photonics in this application area. A significant challenge for data centers is to simplify the effort required
to upgrade the data rates when new servers are installed in the data center.

Switching systems are continuing to rapidly increase the number of ports that can communicate with servers or other
switches; however, the space on the face plate for connectors is not increasing. As the data rates and number of ports in the
switches increase, power to drive communication across the board to the photonic I/O is becoming significant and difficult
to manage. With switches approaching 51.2 Tbps, the power to drive signals through a board to AOCs is becoming too
large, so there is considerable effort to integrate optical I/O on the switch package. While there is a desire to continue using
legacy connectors, new cable/connector technology is needed to support continued growth of switching matrices.
Furthermore, short range communication in data centers is dominated by VCSEL-based multimode communication, due to
lower cost and power than single mode edge emitting lasers. So, the question is whether switches with optical /O would
need to support multimode connectors tor short range communication with longer range communication with single mode
fiber, or will single mode communication become power and cost effective to support short range communication?

For analysis of “Big Data” and high-performance computing, it is important to have a large number of servers that can
communicate with low latency (<300ns). The latency time is defined as the delay between an information request being
generated by the server and the information being returned to the requesting server. Thus, many factors reduce the distance
between servers including data encoding, DAC and ADC time, laser and detector signal conditioning, switching delay and
the delay through the fiber.

5.2.1.2. NEAR TERM POTENTIAL SOLUTIONS

Near term solutions include increasing data density in optical cables. For shorter distance communication between servers
and switches (30m), multimode fiber with pulse amplitude modulation [2] may have a power and cost advantage over single
mode and research has demonstrated VCSEL based communication with PAM4 of 160Gb/s over a 1km,multimode fiber
[3]. Non-return to zero (NRZ) modulation of VCSELSs has been demonstrated to deliver 71Gb/s communication without
error correction [4]. On the other hand, silicon photonic heterogeneously integrated products have four or more wavelengths
per fiber, as shown in Figure OSC-3, which may become competitive at higher data rates. For longer distance
communication silicon photonics may operate at higher frequencies or integrate more wavelengths per module. In the near
term, this would enable increasing data rates to support the roadmap.

In the future, HOM (High Order Modulation) techniques can be adopted to increase the spectral efficiency, providing very
high-speed transmission per lane (fiber or wavelength).

Developing on-package optical interconnects would potentially enable connecting single mode fiber to the new server that
would then be transmitted data at the new higher data rate of the server, reduce the energy required, and reduce the weight
of the PCB due to reduced copper in the board.

To support the growth of switching matrices, new “Break Out” cable connectors have been proposed that would allow
multiple servers to communicate through a single switch port. This or similar technologies could support continued growth
of switching matrices without changing their shape or connectors.

To reduce the power required for higher I/O count switches, integration of the photonic I/O into the switch package could
reduce the switch I/O drive power required. It is not clear whether photonic I/O would be a combination of multimode
VCSELs (short range) and edge emitting single mode lasers (longer range) or eventually only single mode edge emitting
lasers. In either case, the cost and power consumed by the photonic I/O integrated in the switch package will need to be
reduced. Also, the temperature of the photonic I/O will need to be controlled as high order modulation is employed.

5.2.1.3. LONGER TERM POTENTIAL SOLUTIONS

Reducing the power and reducing cost required for photonic interconnects will be important to increasing data rates.
Potential options to reduce cost and increase bandwidth include development of hybrid electrical/optical routing or all
optical routing. Hybrid electrical/optical routers have been demonstrated using electrically activated MEMS devices to
route optical data streams;[5, 6, 7] however, the time to realign each MEMs switch is ~11-13 ps. A different approach to
reduce cost was to employ digital micromirror devices (DMD) with free space routing mirrors suspended above the servers
that directed the optical signals to detectors on the target server racks[8]; however, the time to align mirrors is still 11—
13 ps. Faster E/O hybrid routing has been demonstrated using Mach-Zehnder modulators with semiconductor optical
amplifiers (SOAs) and projected switching times of ~1ns[9]. Mach-Zehnder interferometers have been integrated with
thermo-optic phase modulators, CMOS logic and device drivers with switching times of ~1ns.[10] Analysis indicates that
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an E/O router with microrings could be fabricated in a 128 X 128 router with a reconfiguration time of ~1ns.[11] All optical
routing has been demonstrated with amorphous silicon microring resonators with ps switching times[12].

In the future, use of more compact energy efficient lasers and modulators will be critical to supporting lower cost more
energy efficient optical communication and routing. Nanostructured lasers have demonstrated higher light output with lower
energy consumption. Also, lower power modulators including, ring modulators, electroabsorption modulators, plasmonic
Mach Zehnder modulators, or other novel modulators have the potential to enable high density low power modulators. At
the basis of this evolutionary path will be, obviously, the availability of 2D and 3D opto-electronic devices. Potential
solutions to reduce power consumption of silicon photonics are identified in Table OSC 5A.

In the longer time frame (i.e., >10 yrs.), potential implementation of hybrid or all optically based switching and routing
could enable new types of architectures for communications, as have been evaluated with hybrid routers, [5, 9] within data
centers without intermediate optical-electrical-optical conversions.

To support low latency communication (<300 ns) between many servers for high performance computing or big data
analysis, all optical routing is an option that could potentially have the smallest increase on latency. One proposal is to have
each server assigned a specific wavelength with a router consisting of a grating to passively direct wavelengths to the
targeted server fiber [13]. The number of servers that could communicate would be limited by the number of wavelengths
that could be sent and directed through the router. If a destination header would need to be decoded optically or electrically,
this would further reduce the number of servers that could be connected.

Integration: silicon
devices inte hybrid
modules

integrated it Sikcon

! Phsdiedec beas (6 BT

Level of integration
Determined by
Application/cost

Time

Figure OSC-3. Potential Integration of Advanced Optical Interconnect Technologies Over Time

Note: Presented by Intel at 2013 Intel Developers Forum.

5.2.2. INSIDE OF RACK

Clearly, the enormous data rate throughput running across the data center, as described in the previous paragraph, is
generated inside each piece of equipment in the data center itself. With Al applications being increasingly used racks include
combinations of special Al processors, CPUs and CPUs with integrated Al cores. Training of Al applications need access
to multiple processors and large amounts of data and this requires fast communication with CPUs and memory. Once
trained, the Al application will used by many users, so fast communication and execution of the application are needed.

Copper is already showing severe limitations in terms of attenuation and available bandwidth and it becomes increasingly
difficult to communicate at high data rates on PCBs (Printed Circuit Boards), unless unsustainable power consumption
levels are used. Optical interconnects will displace copper interconnects over time. Optical I/O chiplets are being developed
for integration with switches, but over time they may also be integrated on package with Al and CPU processors. One of
the significant challenges will be to develop fiber connectors that easily align with the optical I/O and enable easy fiber
cable management to the processors.

New efforts for advanced opto-electronic integration will be required to implement the so-called ‘optical I/O chiplets.’
These type of optical transceiver modules will be fabricated in ultra-small dimensions, so that it will be possible to mount
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them very near (i.e., <l cm) the big digital ASIC hosts. This arrangement will optimize throughput and will reduce the
power consumption implied by high-speed copper interconnections. It must be determined whether the “embedded modules
should be mounted on the board, card or integrated into the ASIC package to deliver the best performance and lower power
consumption. For these new modules to be adopted in data centers, technology must be developed that supports serviceable
repair or replacement of the components.

As mentioned earlier, the switch (routing) chips have a significant need for increasing data rates with increasing I/O counts
while reducing power density.

Switch or Processor with
Optical 1/0 Chiplets

Optical 1/0
Chiplet

W=

Electrical
110

Hybrid Electrical/ Photonic
Backplane

Photonic
1o

Photonic I/O Moving Closer to the Processor with Time

Figure OSC-4. Evolution of Optical Interconnects to Shorter Distances Depends on Cost, Data Density, and
Added Latency of Electrical-Optical-Electrical Conversions

Table OSC-6 Data Center Inside of Rack Requirements

5.2.2.1. INSIDE THE RACK CHALLENGES

The challenges are in achieving the increased levels of miniaturization and energy dissipation/bit for the opto-electronics;
moreover, the cost/bit will have to be less than that of copper-based devices and systems for a widespread adoption, as
shown in Table OSC-6. From the pure optical point of view, the coupling of optical signal with fibers and waveguides will
become crucial for the good operation, at the required industrial reliability.

5.2.2.2. INSIDE THE RACK NEAR TERM POTENTIAL SOLUTIONS

Near term solutions will adopt ‘silicon photonic embedded-modules’ with on fiber optical chiplets. Silicon photonics will
integrate more wavelengths and transmit these into a single fiber to increase bandwidth. One issue that has not been resolved
is whether the lasers will be integrated onto the silicon or be a standalone source. Standalone laser sources could be more
easily replaced while silicon photonic lasers would need to be highly reliable.

Silicon photonics technology is shipping in high volume and higher performance products are being developed. In the near
future a commoditized use of the silicon photonics technology, as presently happens for traditional VLSI market will be
available on the market.

Multimode optical interconnects currently provide low cost, low power short range optical interconnects; however, some
are proposing to use single mode on/off package optical interconnects. The significantly tighter alignment requirement of
single mode photonics makes achieving multimode cost very difficult for shorter range optical interconnects. Thus,
multimode and single mode optical interconnects are potential solutions to on/off package optical interconnects, but if only
short-range communication is required multimode at 850 nm may have a significant advantage over single mode. While
silicon photonics offers the potential to have multiple wavelengths and modulations in a single mode fiber, multimode
VCSELs have been demonstrated to support pulse amplitude modulation (PAM4) [14] with 100 Gbps/wavelength (lane).
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With switch ASIC chips, potential solutions to reduce power are to integrate optical I/O into the package with chiplet optical
I/O. Integration of silicon photonic I/O in the routing chip package has the potential to meet the I/O density and power
requirements of these devices. Proposed options include integrating direct driven multimode VCSELs for short range
communication and single mode silicon photonic I/O in the package with the routing chip for longer range communication
with other switches. Expanded beam connectors have been proposed to connect the optical 1/0 with the fiber network,
however, the single mode options are more challenging than multimode connectors. While data centers have expressed a
desire to have all communication with single mode fiber, cost and energy efficiency of VCSELs may be hard to compete
with for communication with processors. On the other hand, having single mode silicon photonics pluggable to fiber cables
could enable easier upgrading of data rates in the data center.

5.2.2.3. INSIDE THE RACK LONGER TERM POTENTIAL SOLUTIONS

In even longer timeframes, the final goal will consist of embedding optical 1/O’s in the digital ASIC’s: optics will
definitively support all communication among VLSI devices.

To reduce power and cost, full range of optical devices will evolve to smaller, higher density, structures with higher data
rates, as shown in Table OSC-5A: long term novel laser structures, electro-optical modulators or novel Mach-Zehnder, or
plasmonic Mach-Zehnder, modulators and detectors are needed, as shown in Table OSC-5A potential solutions. For lasers,
it is important to reduce energy dissipation, increase optical power output and increase operating frequency for direct
modulation, and nanostructured lasers have the potential to meet this need. For modulators, it is critical to increase on/off
ratio, to reduce size, to have high operating frequency, energy dissipation and optical loss. There are several options for
reducing the optical switching power and increasing switch density including, ring modulators, electroabsorption
modulators, plasmonic Mach Zehnder modulators, or other novel modulators. Each of these modulator technologies have
their own challenges and will be discussed in more detail later.

Again, expanded beam connectors provide potential solutions to connecting the silicon photonic I/O with the fiber network
from either the package, card or printed circuit board level.

Table OSC-54 Photonic Interconnect Potential Solutions

5.3. HiIGH PERFORMANCE COMPUTING

High performance computing is used for a wide range of applications including discrete event simulation, physical system
simulation, optimization, etc. Each of these application types have different needs for communication bandwidth, data rates
and latency of communication. To analyze many of the problems of interest to HPC users, machine learning is increasingly
being applied. Since each of the applications may require a different network configuration, the network must have
flexibility to ensure fast changes of configuration to enable optimal performance for each problem.

High performance computing (HPC) users have long understood the value of machine learning (ML) and today’s hardware
is able to finally deliver on these promises. One of the key desirable aspects for ML is the ability to broadcast data during
the reduction step of ML or, as another example, during the scatter/gather steps of a sparse matrix multiplication. The lack
of a scalable interconnect that enables a large (greater than 64 nodes) all-to-all (A2A) topology has created significant
bottlenecks in the performance of such machines. Graphic processing units (GPU) do an excellent job of circumventing
such a bottleneck by dense integration of compute nodes (GPUs in this case) to minimize the length and use of copper
interconnects. However, this approach is faced by power density challenges as each GPU can consume greater than 250 W,
thus creating a 64-node box that is drawing more than 16 kW alone. This is a difficult thermal management problem.

One obvious solution to this problem is the use of photonics, such as active optical cables (AOCs) that can circumvent the
reach problem and reduce the power density. However, these devices are still not power efficient enough, which present
power consumption and thermal challenges of their own. Furthermore, once connected, topologies built with AOCs are a
static network; clearly the use of switches in such a deployment is a non-starter due to the associated latencies, often greater
than 300 ns.

Co-packaged optics, either using vertical cavity surface emitting lasers (VCSELSs) or silicon photonics using integrated off-
chip lasers, present the next level solution as compared to AOCs. They offer reduce power consumption by tighter
integration with the compute node. For example, by using a multi-chip module assembly, the compute node can
communicate via XSR standard electrical link (rated for 112 GT/s, 1 mm of reach and 1 pJ/bit power consumption) with
the electro-optic engine. Furthermore, co-packaged optical interconnects can enable a dynamic network by virtue of both
space and wavelength division multiplexing (SDM and WDM, respectively). By carrying multiple wavelengths on a single

THE INTERNATIONAL ROADMAP FOR DEVICES AND SYSTEMS: 2024
CoPYRIGHT © 2024 IEEE. ALL RIGHTS RESERVED.


https://irds.ieee.org/images/files/pdf/2024/2024IRDS_OSC_Tables.xlsx

TECHNOLOGY REQUIREMENTS 14

fiber, one single fiber connection can enable a plurality of intra-node communication that is software-defined per the epoch
of the application running on that HPC machine. This holds the promise that a typical ML application can have one topology
for training and another, different, topology during inference. This capability breaks the difficult choice often faced by
customers on whether or not buy a system that is optimized for one task or another.

5.4. QUANTUM COMPUTING AND COMMUNICATION

Unlike classical bits, which have a value of either 1 or 0, quantum bits, or 'qubits', can be in a state of superposition, meaning
that they can represent multiple combinations of 1 and 0 simultaneously. Quantum processors perform operations on qubits.
Quantum computers perform quantum computations using quantum processors with multiple qubits. Quantum computing
capacity grows exponentially with the total number of qubits, so there can be significant benefits to connecting quantum
computers using a quantum network.

Quantum communication involves the generation and distribution of quantum information between quantum processors.
The quantum information can be as simple as a single qubit in the form of a photon. More complex forms of quantum
information used in communications include entangled pairs of particles, typically photons, which are generated with a
shared quantum state. Some applications of quantum communications require only very modest quantum processors. For
example, quantum internet protocols such as quantum key distribution (QKD) require only processors capable of preparing
and measuring a single qubit at a time. Improved security is possible because single photonic qubits carry the information,
and any interception or readout of the qubit can be detected.

Optical communications networks are also expected to have applications within quantum computing systems. While
quantum computers are still under development using a variety of competing technologies (e.g., superconducting, trapped
ion, optical, quantum dot), some naturally use photonics (e.g., trapped ions, optical) and others operate at extremely low
temperatures with a limited cooling capacity and cannot afford many electrical interconnects between room temperature
and the cold space (e.g., superconducting, quantum dot).

A more detailed discussion on quantum information processing is in the IRDS chapter on Cryogenic Electronics and
Quantum Information Processing (CEQIP).

5.4.1. CHALLENGES

Quantum computers have both opportunities and challenges for optical interconnects [15-17]. Gate-based quantum
computers will require an estimated 1000 logical qubits to perform significant benefit. The number of physical qubits
required to make a logical qubit varies by qubit technology and might range from roughly 10 to 1000. Each physical qubit
requires control and readout, which requires optical, microwave, voltage, or current interconnects, depending on the qubit
technology. Challenges for qubit technologies that use photonics (e.g., trapped ions, optical) include scaling the photonic
controls to the small sizes necessary and reducing the error rate during qubit readout. Challenges for qubit technologies that
operate at extremely low temperatures (e.g., superconducting, quantum dot) include increasing the low temperature optical
to electronic (OE) and electronic to optical (EO) conversion efficiencies.

Quantum communications systems are sensitive to the loss or disturbance of single photons, which is both the foundation
for their security and the source of many challenges. Increasing the effective data rate and communications distance will
require improvements in photonic qubit generation, transmission, and detection. Standard telecom fibers or free-space
transmission can be used with photonic qubits. Quantum communications between quantum computers based on other qubit
technologies might require different wavelengths for optimization. Optical qubit switches need to operate without affecting
the qubit state, which makes them more challenging to realize than standard optical switches. Quantum repeaters are
required to transport qubits over long distances. Qubits cannot be copied due to the no-cloning theorem, so quantum
repeaters are fundamentally different from classical repeaters.

Quantum networks will likely need to communicate between quantum processors using different types of qubits if different
qubit technologies are required to provide both rapid computation and long-lived states (quantum memory) [18]. This will
require communication that is completed with a latency that is much shorter than the coherence time of the qubits in the
systems. This is a significant challenge that requires research into new physical methods that don’t disturb qubit states when
reading, but align states when receiving input from other qubits.

5.4.2. POTENTIAL SOLUTIONS

For communicating qubit states in cryogenic systems to conventional electronics, communication of laser light to a
cryogenic photodetector has been demonstrated [19]. Conversion of superconducting transmon qubit microwave excitation
into an optical photon has been demonstrated without changing the state of the qubit [20]. Other reports demonstrated both
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optical input and output from a superconducting qubit [21]. These laboratory demonstrations offer promise for potentially
scaling up optical I/O with superconducting qubits in the future.

For entanglement between qubits on different substrates, this has been demonstrated with qubits on different silicon
substrates [22]. Although the distances are quite short, this offers hope that entanglement could be established between
systems over longer distances. Significant research is needed to identify physical phenomenon that could enable
bidirectional communication between qubits in different systems. Recently, communication of qubits have been
communicated through vacuum beam guides without repeaters over long distances using focusing optics that are separated
by kilometers[23].

5.5. TELECOMMUNICATION

Telecommunications will continue to support increasing data volumes both to data centers, offices, RF base stations, and
FTTX to support home users. To support this increased volume of data, the data rate per wavelength will need to increase
from the current 400 Gb/sec-wavelength to 2000 Gb/s.-wavelength in 2029. The maximum data rate per fiber will increase
from 100 Tb/s to 250 Tb/s in 2027 as shown in Table OSC-7, which requires over 100 wavelengths per fiber and modulation
of polarization and higher order modulation. The telecommunication industry is leading the development of these
technologies.

Table OSC-7 Telecommunications Optical Interconnect Requirements

5.6. LAST KM OR MILE COMMUNICATION

The last “mile” communication to homes and offices is done with multiple copper solutions, fiber (FTTX) or RF. As data
rates are increasing, fiber and RF are becoming more attractive and are competing to deliver cost effective solutions.

5.6.1. FTTX

FTTX uses fiber to “feed” copper to provide the last 1-2 km of the data and tele-communication connections to the end
user. As data rates have increased, providers have extended fiber closer to the end user to overcome limitations of copper
interconnects. While the downlink data rate is only expected to increase from the current 10 Gb/s-wavelength to 100 Gb/s-
wavelength, the maximum number of wavelengths per fiber is expected to increase from 4 to 10, as shown in Table OSC-8.
As the fiber is extended closer to the user, multiple wavelengths in the fiber will need to be separated by a DeMUX in
contact with the fiber. Furthermore, the signals launched from the user will need to be duplexed with other wavelengths in
the fiber returning data to the communication switching center.

Table OSC-8 Fiber to X (FTTX) Requirements'’

1.802.11ay is projected to be approved November 2019: http.//www.ieee802.0org/11/Reports/tgay update.htm
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Figure OSC-5. Potential Path for FTTX Extending Further from the Telecom Olffice to Businesses and Homes

Note: This requires wavelength division multiplexing (WDM) and demultiplexing closer to the point of service delivery. Electrical
wires may be used to deliver the last length of connection to some customers.

5.6.1.1. FTTX CHALLENGES

The biggest challenges for the FTTX optical interconnects are to develop cost-effective compact MUX and DeMUX
capabilities that can split compactly separate wavelengths and merge wavelengths from users to the switching office.

5.6.1.2. FTTX POTENTIAL SOLUTIONS

Potential solutions include developing compact Mach Zehnder MUX and DeMUX capabilities based on plasmonic
technology or other compact technologies. It is assumed that silicon photonic modules and other improvements in lasers,
detectors and modulators to support data centers and Office LANs can be adopted to support FTTX. Compact integration
technologies to support integrating modulators in AOC can be adapted to support FTTX applications.

Table OSC-54 Photonic Interconnect Potential Solutions

5.7. WIRELESS

In these environments, data and communication may be delivered to the office or home with wire, optical fiber, or wireless,
but wireless will most likely be used to connect to computers, smart phones, smart appliances, tools, business terminals,
power management, environmental monitor and control systems, and IoT products. This includes applications such as
exercise and health monitors and passive activity monitors for elderly citizens. With increasing numbers of devices
communicating to and through these networks, the routers will need to communicate with a range of protocols and have
ever increasing bandwidth. Security will become an even more important issue to keep unwanted monitoring or malicious
interference from outside wireless devices as more devices are monitored and controlled over the network.

Most wireless devices communicate to the internet through terrestrial networks, however, many areas are not covered by
base stations. Currently multiple organizations are developing non-terrestrial networks with low earth orbiting (LEO)
satellites or near space (NSp) networks that could communicate directly with standard mobile phones and IoT devices. Text
messaging was demonstrated between a standard mobile phone and a LEO satellite in 2021[24]. Multiple companies are
now demonstrating texting with standard mobile phones through satellites to the internet and forecasting voice and data
communication in the future [25], thus providing global 5G+/internet connectivity. Furthermore, multiple organizations are
developing autonomous vehicles to orbit in NSp to provide internet connectivity[26]. See Table OSC-9.
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Table OSC-9 Satellites Capable of Connecting Standard Mobile Phones with the Internet

5.7.1. OFFICE AND FACTORY LOCAL AREA NETWORKS

Offices and factories will have ever increasing need for bandwidth as more information is being transmitted by the internet
of things devices and analyzed to improve business performance. Offices will require conventional services including
messaging, virtual meetings, and access to data from the “cloud”, to analyze customer requirements, product availability,
product performance (IoT) reports, etc. This will require increasing bandwidth over time that will require a combination of
optical and wireless communications technologies, as shown in Figure OSC-1. In factories, information will be
communicated between the tools in the manufacturing flow and manufacturing control where performance of individual
tools will be monitored and issues “flagged”. This will require a local area network with connection to individual
manufacturing tools, manufacturing control, technicians and engineers. The network should include a high bandwidth
optical interconnect “back bone” connected to manufacturing control, fixed tools, and engineering analysis stations.
Wireless connection could be used for communication with low data rate manufacturing tools and material handling systems
that are mobile. The configuration of optical and wireless communication technologies will depend on the requirements of
the office, factory, or warehouse. Optical interconnect technologies to be used could include high bandwidth fiber and/or a
free space optical interconnect system (LiFi) with a wide range of wireless technologies including Wi-Fi, Bluetooth,
LPWAN, custom wireless, and new wireless systems including 5G.

Medical facilities, such as hospitals, may have some tools or operating room areas that are sensitive to RF and EMI, so they
may limit communication to shielded wire or optical interconnects for connectivity.

Since many technologies may be required to support these applications, only the optical interconnect LAN requirements
will be discussed in detail in this section and others will be discussed in separate sections.

Table OSC-10 Office and Factory LAN Requirements

5.7.1.1. OpPTICAL LAN NEEDS

The optical interconnect LAN requirement is projected to increase from current data rates of 100 Gb/s-wavelength with
four wavelengths to 200 Gb/s-wavelength, as shown in Table OSC-10 Over this time, the power dissipation/Gbs will need
to decrease by over a factor of four. To achieve these high data rates for each wavelength new technologies are required to
compress more information in a single wavelength.

The biggest challenges for fiber optical LAN are to 1) increase data rates while reducing energy/bit and 2) reduce latency
due to optical-electrical-optical conversion, as shown in Table OSC-5A

5.7.1.2. OPTICAL LAN POTENTIAL SOLUTIONS

With silicon photonic modules becoming available, this should enable highly integrated power efficient communication.
Furthermore, higher performance lasers that operate at lower power or highly efficient modulators that enable encoding
more information in a single wavelength could enable evolutionary improvements in the silicon photonic modules.
Furthermore, photodetectors and their amplifiers would need to operate at higher speed with lower energy per bit.
Technology options to achieve higher data rates at lower power will be discussed in Section 6.

A second option for an optical interconnect LAN is “free space” optical interconnects (LiFi) that could operate using high
data rate modulated LEDs[27] or lasers that are directionally controlled with mirrors or other means[28]. Several options
exist for this technology that could use existing components, as shown in Table OSC-2; however, the data rates may be
significantly below those in fiber as indicated in Table OSC-11 One advantage of an LED system is that it could easily
communicate with machines that are moved frequently[27].

Table OSC-11 Free Space Optical Communication - Key Attribute Needs

5.7.2. WIRELESS LANs

Wireless will be used to communicate with computers, smart phones, smart appliances, tools, power management systems,
and other IoT products, etc. Security will become an even more important issue to keep unwanted monitoring or malicious
interference from outside wireless devices as more devices are monitored and controlled over the network. If Wi-Fi adopts
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higher frequency for office LANS, e.g. by increased use of the 60 GHz band, which currently is the band used by 802.11ad
and the upcoming 802.11ay(a) standard, this will reduce the leakage of data from buildings and make it more difficult to
eavesdrop or hack the network. Furthermore, directional antennas could focus communication to the user and thus make it
more difficult to eavesdrop on private communications. Furthermore, techniques could be developed that would detect
signals coming from directions and distances other than the host network.

Small Business or Home

5.7.3. MOBILE SMART PHONES

As smart phones incorporate more functionality, they will need to communicate at higher data rates with the internet, but
also detect signals from GPS satellites, cell towers (with mmWave or MIMO), non-terrestrial networks, health monitors,
watches, and other RF sources, as shown in Table OSC-12. Thus, they will need to have compact antennas that can receive
and transmit to multiple ranges of frequencies with multiple protocols. To communicate with mmWave and MIMO, they
will need multielement antennas in arrays. The RF & AMS components will need to support all of the communication with
high energy efficiency for multiple applications simultaneously.

A critical need for these devices is technology that enables highly secure operation and communication with the internet
and other devices.

Also, with the increasing proliferation of wireless devices, there are significant concerns that interference between signals
from the many wireless devices communicating in small areas will become a huge problem in the future. Some are
proposing development of novel antenna and other schemes.

Table OSC-12 Mobile Device Wireless Performance Requirements

5.7.3.1. MOBILE SMART PHONE CHALLENGES

A significant challenge for mobile smart phones is to support the data rates required for new multimedia applications such
as virtual reality while communicating with mmWave or MIMO. They will need to have multielement antennas that can
effectively receive and transmit mmWave and MIMO at lower frequencies While future smart phones need to communicate
at higher data rates, they will need to operate with low power consumption. Furthermore, future smart phones will need to
have improved security of personal information when communicating with the internet or other devices. An additional
challenge is to integrate additional antennas into thin smart phones without causing interference in other communications
or integrated circuits.

As applications require data rates higher than 10 Gb/s, the lower efficiency of the DAC/ADC and power amplifiers will
make achieving communication efficiency numbers very difficult.

5.7.3.2. MoBILE SMART PHONE NEAR TERM POTENTIAL SOLUTIONS

In the near term, higher data rates would be supported by 5G technology that has a target of data rates 10 Gbps. The two
options for this are multiple input multiple output (MIMO) at frequencies <6 GHz, or mmWave communication (28—
78 GHz). Both of these technologies will require introduction of multiple antennas into the phone. Both are expected to
employ directional communication from the base station to increase range while reducing interference and reducing
transmitted power. A potential solution is the use of active phased array antennas to receive and transmit information. The
use of directional antennas in both the base station and the cell phone may also allow implementation of methods to enhance
security of communication. If 5G is initially implemented with <6 GHz, base stations would operate with massive MIMO
and be able to support multiple users simultaneously, but the cell phone would operate with one or a few antennas. To
improve communication throughput for the user, full duplex communication [29] is being considered to enable simultaneous
transmission and reception by the cell phone and the base station. Full duplex would require new circuits to separate
outgoing and incoming data.

To improve efficiency of ADC/DACs, new ADC concepts have been demonstrated that turn on converters only when
processing data and operate with 6 bit accuracy and consumes 15.1 mW power consumption [30].

5.7.3.3. MOBILE SMART PHONE LONGER TERM POTENTIAL SOLUTIONS

In the longer term, high frequency mmWave may be used in high population density areas to support high data rate
applications with a large number of users. A significant challenge is that 28 GHz to 78 GHz signals do not penetrate
buildings, so buildings would need to have repeaters in the building or employ massive MIMO or ultra-high data rate Wi-Fi.
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If 5G is implemented with mmWave and MIMO, cell phones would need to have multiple antennas to receive and transmit
information and each antenna would need to have power amplifier (PA) and an ADC and DAC [31], which would consume
considerable power operating with high precision at high frequencies. A critical challenge is to increase the energy
efficiency of the PA at mmWave frequencies while maintaining linearity, since the efficiency of the PA decreases with
operating frequency. Thus, higher performance of incumbent process technologies or even new materials may be required
to improve energy efficiency, as shown in Figures OSC-6 and OSC-7. In the transmit mode, the antenna array would
operate as an active phased array to focus transmission toward the base station. To overcome the high operating power of
the high precision DAC/ADCs, use of hybrid analog/digital preprocessing [32, 33] or lower precision DAC/ADCs (1bit)
[31, 32, 34] has been proposed. To compensate for potential blockages [35], multiple antennas would need to be integrated
into the cell phone to be connected with multiple base stations.[36]

For >10 Gb/s communication rates, proposals have been made for a single bit zero crossing modulation protocol[new];
however, energy efficiency of all required components need to be investigated.
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5.8. AUTOMOBILES

Scope: Automobiles, trucks, freight trucks, heavy equipment, and farm equipment.

Autonomous vehicles will use wireless systems to communicate with networks, determine position and detect proximity to
objects and vehicles. Because of the complex conditions and weather that autonomous vehicles need to operate, they will
need a multitude of sensors to identify road signs, road hazards, pedestrians, animals, and classify the threats presented and
anticipate their actions. They will also need to have access to traffic information and communication with other vehicles to
identify changes in traffic flow that must be negotiated. The sensors could include video cameras, RF, microwave, “radar”,
LiDAR, optical range detection, sonar and others. With the large number of different sensor types, it is proposed that a
sensor fusion computer analyze their raw data to develop a map of obstacles. Currently, the forward-facing video cameras
require the highest data rate for the 10801 of 1.5 Gbps for raw data, as shown in Table OSC-13. As automobile manufacturers
seek to provide higher resolution images are longer distances, higher resolution cameras such as 4K will require data rates
of >13 Gbps per camera for communication of raw data to the sensor fusion computer.

A significant challenge is that in heavy traffic, significant blind spots will be presented by vehicles in front of the target
vehicle, so communication with other vehicles and local traffic management computers will be necessary to develop
comprehensive maps of obstacles in the travel path will be required. Communication of information from sensors and
guidance detectors will require significant amounts of data to be transmitted and analyzed, which will require use of high
bandwidth optical or wired connections, as shown in Figure OSC-8.

Some have proposed that as many as six video cameras could be used by each vehicle. A significant unknown is how much
information processing will be done at the sensor or camera prior to information being sent to the sensor fusion computer.
It is assumed that data being received by vehicles from other vehicles or the cloud will be either processed images or maps
of obstacles, so standards need to be developed for this communication.

Table OSC-13 Autonomous Vehicle Sensor Communication Data Rates

In the long run as autonomous vehicle guidance technology matures, several possibilities seem likely. Initially few of these
vehicles will be operating so each will be a stand-alone source of data. As the number of vehicles on the road grows,
benefits will arise from the vehicles communicating with one another. Possible benefits include vehicles sending object
location to vehicles behind them, enabling fusing the location of both stationary (curbs, barriers, etc.) and moving (cars,
trucks, bikers, pedestrians, etc.) objects so object locations are known as soon as possible. That information will enable
vehicles to accommodate their motion sooner and with finer detail improving the object avoidance capability.

As the number of autonomous vehicles increases, another potential issue is interference between the optical and maybe
even RF data streams. (Imagine the density and number of signals in the air on the 10 Freeway during rush hour in southern
California where the freeway is more than six lanes wide in each direction with parallel on-off ramps and several levels of
fly overs.) With LiDAR and Radar that broadcast electromagnetic wave beams, coupling of these will be needed to develop
a dynamic 3D map of obstacles and moving hazards around the vehicle!

As the density of autonomous vehicles reaches a critical point, it is quite likely that vehicles will communicate sensor data
to traffic control local (edge computers) instead of between vehicles. Then, the edge traffic control computer will broadcast
an updated real-time map of obstacles to all vehicles within its radius of influence. In areas with lower traffic densities, the
vehicle-to-vehicle communication will provide sensor data to vehicle sensor fusion systems that will provide the map of
obstacles for the vehicle control system.

In the long term, (i.e., decades) when almost every vehicle, biker, pedestrian, etc. is visible electronically/digitally, one can
see fusing motion data to enable merging of traffic streams at intersections, eliminating the need for traffic lights and
enhancing capacity of the roads and highways and speeding traffic.

When vehicles become autonomous, they will need to be highly secured from hacking devices, and also monitor the health
of the passengers to ensure that a medical emergency has not occurred, so sensors will be needed to monitor this and also
potentially communicate with medical devices or smart phones. In early development of autonomous vehicles, significant
amounts of data will be communicated to the manufacturer to assess actions to be taken and review decisions made by the
processor in the vehicle. Security of control and passenger information will be paramount, so security systems must be able
to quickly detect hacking or spoofed data that could cause danger to the vehicle and passengers.
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Figure OSC-8. Automobiles Have Multiple Networks to Measure Performance, Detect Obstacles, Control
Operation, Deliver Entertainment to the Passengers, and Provide Communication to the “Cloud”

Note: As networks expand, there will be a move to reduce the use of copper and increase the use of low weight optical fiber
interconnects with increased data rates and information density.

5.8.1. WIRELESS COMMUNICATION CHALLENGES

As vehicles strive to become more autonomous, more wireless capabilities will be employed to communicate with Edge
computing networks though terrestrial and non-terrestrial networks (NTN), traffic networks to detect and monitor vehicles,
pedestrians, animals, bicycles, obstructions, highway construction, and weather-related hazards, etc. This would include
GPS and radar like detectors to monitor proximity, trajectory and speed of vehicles, pedestrians, animals, etc. For
communication though NTN, the vehicle will need to communicate with moving satellites while the vehicle is moving, so
needs to seamlessly connect to nearer satellites and account for Doppler effects. Also, this information would be coupled
with video and image recognition to determine expected actions of the objects. For the radar-like devices, different
frequencies may be used to determine the density of objects. When the vehicle is traveling in inclement weather (e.g., fog,
rain, snow, wind, flooding, etc.), multiple sensors will need to communicate with the central processor and internet, and
protocols established on which monitors should be most “believed” in specific weather conditions. As auto vehicles become
more autonomous, the demand for high-speed communication, data, and entertainment media will increase. Within the
vehicle, a Bluetooth and/or Wi-Fi like network will be used to communicate with portable devices including computers,
phones, watches and possibly health monitors.

5.8.2. WIRELESS COMMUNICATION POTENTIAL SOLUTIONS

5G data rates with either massive MIMO or mmWave could support high data rate communication of maps, traffic flows
and data from the vehicle to the manufacturer. Massive MIMO at frequencies <6 GHz has the potential for longer coverage
range by a base station, while mmWave would have a shorter range of communication. Both approaches could use
directional antennas with tracking of base station location to reduce the risk of spoofing and eavesdropping. This would
require active phased array antennas with circuits and software to analyze incoming signals.

5.8.3. OPTICAL NETWORKS

With automobiles having more electronics and sensors for more autonomous driving vehicles, there is a need for high data
rate and low weight communication networks. As a result, some automobiles are using plastic optical fiber communication
to reduce weight and increase data rates. Over time, the data volumes are expected to increase as more sensors including
cameras, radar, environmental sensors, and engine performance sensors are added to identify obstacles and improve
automobile performance and comfort. To support this, data rates in fibers will increase from current 40 Gb/s to 100 Gb/s in
2023, as shown in Table OSC-14 A significant concern with plastic optical fiber is the practices and environment used for
vehicle assembly and repair. Some commercial ICs are being developed to communicate over copper wire with the required
data rates, so it is not clear which solution will prevail. It is assumed that current and developing technologies will be able
to support these data rates in the required timeframe.
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Free space optical may be used to provide information on proximity to other vehicles through lighting system modulation.
In fact, the modulation of the brake lights could inform the vehicles behind whether it was just a “light touch” on the brake
pedal, or if it were a hard break due to a dangerous situation. This was already implemented years ago by having different
intensities for the brake lights, but that may not always work very well, depending on the environment conditions (fog, rain,
snow, etc.) and distance between vehicles.

The biggest challenges will be to meet the environmental requirements for different applications that will require robust
packages to manage shock and vibration, temperature extremes, etc. In addition, the fiber optic networks will need to meet
significant cost challenges, which will require increasing levels of integration at the package and then at the device level.
These increasing levels of integration can be supported by technologies developed to support Office LAN and data centers.

Table OSC-14 Automotive Optical Interconnect Requirement and Potential Solutions

5.8.3.1. OPTICAL NETWORKS POTENTIAL SOLUTIONS

Plastic optical fiber is the medium of choice and currently operates at data rates of 150 Mb/s for entertainment and is
expected to increase to 1 Gb/s in 2020 and 10 Gb/s by 2025. For sensor and control communication in autonomous vehicles,
data rates of 40 Gb/s are expected to increase to 100 Gb/s in 2023. To support higher data rates in the future, silicon photonic
modules could be used with the plastic fiber; however, they would need to operate over a wider temperature range and at
wavelengths compatible with the plastic fibers.

5.9. AEROSPACE

Fiber optics and wireless communication are being used in aircraft applications to reduce weight and increase bandwidth
for a range of applications. Applications include entertainment, in flight networking, display systems and RF over fiber
communication. In-flight entertainment can be transmitted over fiber to a “box” near the seats. For in-flight networking,
data can be transmitted over fiber or free space optical to Wi-Fi stations or seat consoles that communicate with customer
portable or mobile devices, as shown in Figure OSC-9. Furthermore, data from sensors, and potentially from control
systems, can be communicated over fiber optics to the pilots. Fiber optics communication has several advantages over
conventional copper wires including lower weight, electromagnetic interference immunity and smaller size.

High flying drone-like aircraft are also being developed to provide internet access with RF over large areas, as shown in
Figure OSC-10, while the circling over an area needing access. This capability could be quite valuable to provide internet
and mobile phone support for areas struck by disasters, earthquake, typhoons, hurricanes, floods, etc.

Free space optical interconnects are being proposed to provide communication, internet access, and entertainment to
passengers in aircraft to reduce cost and avoid installing fiber in barriers [37, 38]. Free space optical interconnects are also
proposed to support internal avionics communication [39] because the signals are secure from outside detection. These
interconnects could use white LEDs, lasers, etc. and are immune from EMI, are low weight, low cost, and low power.

Currently, fiber optic communication is available in aircraft to operate at 10Gb/s, in multi-mode or single mode, and with
wavelengths of 850 nm, 1310 nm, and 1550 nm. Table OSC-15 Fiber optic devices in aircraft must be able to operate in
harsh environments, with thermal shock, mechanical shock, extreme temperatures (-40 to 125 °C), and devices must be
protected from lightning strikes. It is anticipated that more applications will emerge related to increased use in control
systems.

Table OSC-15 Aerospace Optical Interconnect Requirements (Preliminary)
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Figure OSC-9. Optical Interconnects Can Provide Interconnects for Internet Connectivity and Multi-Media
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Figure OSC-10. Example of Wireless Non-terrestrial Network (Satellite or High Altitude Craft) Provide
Internet Connectivity to Metropolitan, Rural, or Remote Areas.

Note: An aircraft would “orbit” or “hover” over a specific location out of commercial flight paths and provide services to businesses
and consumers.

5.10. MEebpIcAL AND HEALTH DEVICES

Implanted (in patient) medical devices, which communicate with RF 175 kHz and 402-405 MHz [40], must be highly
secure, consume low amounts of energy, and be highly reliable. They will need to communicate over RF with the internet,
(for example for homecare applications) or with other devices in the future, such as interconnected and integrated medical
devices in a hospital environment (real time alarms on wearable devices held by medical doctors and nurses), or autonomous
vehicles to identify a passenger medical emergency. On the other hand, they must not allow unauthorized access to the
device that could jeopardize the patient, such as defibrillators activating pulses or withholding or overdosing insulin. These
devices may have secure frequencies for program changes and other frequencies for transmittal of data or emergency
assistance requests. These devices should be able to use capabilities developed for other applications.
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Watch-like devices are being increasingly used to monitor heart rate and other functions during work or exercise and these
devices can connect to a smart phone or other computer over Bluetooth to upload results. Over time more functions may be
added to these devices. Also, monitors may be developed to identify over-exposure to UV, but it is not clear whether these
will be passive or wireless.

Emergency medical response units are evaluating the communication of patient video (1.5-3 Gbps) to nearby hospital
emergency personnel to enable them to assess patient condition and advise the emergency medical technicians (EMTs) on
best treatment. It is also expected that higher resolution video (4K), which requires >10 Gbps will be implemented with
more medical monitor information being transmitted to the hospital emergency personnel and this will require higher data
rate wireless communication.

5.11. MisCELLANEOUS IOT DEVICES

IoT devices cover a wide range of products that need to communicate with the manufacturer or owner through their life.
The most pervasive communication method will be though RF protocols. These devices would include appliances, tools,
manufacturing equipment, and a wide variety of devices that include electronic control systems. They would connect to the
internet through available network connections such as Wi-Fi, Bluetooth, LPWAN, etc. The need to communicate with the
internet could include identifying a lack of activity by an elderly relative or detecting unexpected intrusions into a home.
Again, security systems at the device level, and on the internet, are critical to prohibit unwanted monitoring of activity or
enabling malicious activation by hackers or vandals. With low complexity monitors and/or actuators, the “base station”
may need to have more sophisticated analysis of the origin (direction and distance) of the IoT device. Since many users do
not activate security features, it may be necessary for the “base station” to autodetect the location signature and identify
when the [oT device is installed.

A wide variety of LPWANS exist and serve special functions that have different coverage areas and data rate requirements
as shown in Figure OSC-11.
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Figure OSC-11. Range of Select LPWAN Systems vs. Their Maximum Data Rates

Also, with the increasing proliferation of wireless devices, there are significant concerns that interference between RF
signals from many wireless devices communicating in small areas will become a huge problem in the future. Some are
proposing development of novel antennas and other schemes.

With the wide range of applications and requirements for IoT devices, there will be many potential solutions. For battery
powered IoT applications, the key challenge will be to reduce power consumption while meeting the communication data
rate and range requirements. For high performance powered loT applications, such as autonomous vehicles, etc., the
challenge is meet the data rate and security requirements with continuous connectivity. Performance requirements for
several wireless communication devices are shown in Table OSC-16
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Table OSC-16 1oT Wireless Performance Requirements (Battery)

5.11.1. 10T POTENTIAL SOLUTIONS

For the battery powered loT devices, the potential solution is to develop more energy efficient communication protocols.
For security, the IoT hub in addition to encryption may need to detect the location of the transmitting IoT device and verify
that it is authorized. 5G also plans to support lower frequency (<1 GHz) communication with low data rate-low power
devices over the same radio as higher data rate applications.

For powered high data rate applications, 5G communication with massive MIMO or mmWave would provide a data rate
of 1 Gb/s. Furthermore, the directional communication used with massive MIMO and mmWave would reduce the likelihood
of eavesdropping or spoofing. This could be further improved by including circuitry that continuously tracks the location
of the IoT device and “hub” and detects anomalies.

6. INTEGRATED CIRCUIT AND DEVICES

Higher data rate lower power electronic integrated circuits and devices are needed to support both higher data rate RF
communication and optical interconnects. For higher data rate RF employing pulse amplitude modulation (PAM) and other
modulation techniques, lower power digital to analog converters (DAC), higher efficiency power amplifiers with high
linearity and higher sample rate ADCs are needed for base stations and mobile devices. Furthermore, highly directional
phase array antennas are needed to focus RF signals to the user instead of broadcasting in all directions. Optical
interconnects also need higher data rate lower power electronic driver circuits and receiver circuits to support higher data
rate optical transmission and receivers. Optical interconnects also are employing optical integrated circuits to increase data
rates and potentially reduce power consumption. To continue increasing density of integration and reducing power per bit,
lower power higher efficiency more compact optical sources and modulators are needed. In addition, more compact
waveguides and multiplexers are needed to increase density without increasing crosstalk to reduce cost per bit
communication. Optical receivers need high speed, highly efficient, high linearity compact optical detectors and amplifiers
to support PAM and other modulation of signals in the fiber. For both photonics and high-speed RF, terahertz electronics
may be needed to provide driver circuits that provide well shaped signals for precision required to support high levels of
modulation.

6.1. RF INTEGRATED CIRCUITS AND DEVICES

The challenges for RF components include 1) achieving high performance, wider bandwidth to increase data rate, and
energy efficient RF analog technology with high linearity that is compatible with CMOS based digital processing that has
a good compromise for high data rate (wide band) ADC/DAC, and 2) components to meet 5G and 6G performance
requirements. While all circuits contribute to loss of energy efficiency, the energy efficiency of PAs based on a given FET
technology decreases with increasing mmWave frequencies; linearity can also be degraded.

6.1.1. INTEGRATED CIRCUITS FOR RF OR OPTICAL INTERCONNECTS

To increase data rates of communication with lower power and lower power, DAC and ADCs need to operate with higher
sampling rates and lower power consumption. These optical interconnections have been developed to support huge data
transmission. Moreover, to improve the whole link capacity further, recently, a few companies have developed integrated
silicon photonic “chips” that are “self-aligned” to fibers with advanced multiplexing technologies, including wavelength-
division multiplexing (WDM) [41], mode-division multiplexing (MDM) [42], and polarization-division multiplexing
(PDM) [43]. Also, serializer-deserializer (SERDES) circuits need to operate at higher frequencies with higher efficiency.
To achieve higher data rates with improved energy efficiency in these circuits, devices need to operate with lower power at
higher frequencies. This may require introduction of new device, gate, contact, or interconnect materials while decreasing
circuit cost.

Recently, a 5 nm integrated circuit technology was announced that demonstrated a transmitter test circuit that operated at
130 Gb/s data rates with PAM4 modulation and 0.97 pJ/bit energy consumption [44]. For ultra-high-speed data converters
in 5 nm technology, the state-of-the-art is defined by receiver chip described in [45], featuring a 200 GS/s ADC/DAC
combo. The ADC maintains approximately 6 effective bits for high-frequency inputs and dissipates only 400 mW, leading
to outstanding figures of merit (Schreier FOM of 153 dB, Walden FOM of 38 fl/conv.-step.). Generally, the FOM
improvement in ADCs has been relatively slow, as illustrated in the figure below. Low-frequency designs are currently
approaching practical limits in power dissipation as imposed by thermal noise (the red line in the figure corresponds to the
well-known 8kTxSNR energy limit, corresponding to FOMs=192 dB) and may not improve much further. In contrast, high-
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frequency, low- to moderate-resolution designs will continue to benefit from device technology improvements that enable
higher levels of parallelism and lower dynamic power (CV2f).
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Figure OSC-12. ADC FOMj5 asymptotes over time (see Figure OSC-6 for a plot of the raw data). Low
frequency ADCs tend to improve by 1.2 dB/year, whereas high-speed designs improve by 1.8 dB/year.
Source: B. Murmann.

6.1.2. CMOS DEVICES

The 2024 CMOS Logic roadmap indicates the technology transitions from a FinFET with Lg of 16nm in 2024 to a stacked
gate all around structure (GAA) in 2025 with an Lg of 14nm. Beyond this, Lg is gradually reduced to 10nm by 2033 and
remains constant through 2039. The RF-AMS performance predictions for CMOS devices have been restricted to the
metrics peak fr (Figure OSC-12) and peak gm (Figure OSC-13). The 2024 roadmap gives the above performance FoMs for
n-channel FDSOI and double-gate FinFET high-performance devices obtained from technology computer aided design
(TCAD)-based device simulation [46] that has been calibrated on recent averaged measured data for the 28 nm, 22 nm, and
16 nm nodes These simulations were based on hydrodynamic transport with thin silicon mobility physics, as well as the
estimated resistive and capacitive device parasitics up to the first metal layer, which defines the terminals of a transistor
cell in high-frequency analog circuit design. Similar simulation of surround gate structures have not been completed,
however, restricting the Lg to 10nm in surround gates may avoid performance degradations due to surface scattering below
10nm. The FinFET simulations indicate the degradation in fr and gn at gate lengths below 10 nm are a result of mobility
degradation caused by surface scattering at the gate oxide interface, and due to the ever-thinner silicon body. As can be
observed, the double gate of the FInFET results in higher transconductance but also higher capacitive parasitics compared
to the single-gate FDSOI MOSFETs. Other MOSFET high-frequency figures of merit, such as fyax and NFwmn, which are
strongly dependent on the device layout used in particular circuit blocks have been removed from the CMOS section of the
OSC tables. Note that the displayed fr (Figure OSC-12) does not include the capacitive parasitics resulting from connecting
the transistor cell to the passive devices in the upper metal layers of the back-end. The introduction of new materials, with
stacked surround gate and gate structures may change the fr trend of 14nm to 10nm CMOS devices. Reduction of gate
resistance has in the past been demonstrated to improve fumax [47, 48] and noise figure, while reducing the source/drain
contact resistance improves both fy.x and fr.
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Figure OSC-13. CMOS Roadmap for Peak frvs. Physical Gate Length for FDSOI and Double-gate (FinFET)
MOSFETs Based on Technology CAD®. The CMOS Logic Roadmap is moving to surround gates in 2025
with a minimum Lg of 10nm in 2033 and beyond.
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Figure OSC-14. CMOS Roadmap for Transconductance per Unit Gate Width, gn, vs. Physical Gate Length
for FDSOI and Double-gate (FinFET) MOSFETs Based on Technology CAD.

Note: The CMOS Logic Roadmap is moving to surround gates in 2025 with a minimum Lg of 10nm in 2033 and beyond.

Many of the materials-oriented and structural changes being invoked in the digital roadmap may alter RF and analog device
behavior. Complex tradeoffs in optimization for RF, HF, and AMS performance occur as different mechanisms emerge as
limiting factors. Examples include series resistances at gate, source and drain, as well as parasitics from interconnecting the
transistors to other devices in a circuit that greatly affect the device impedances and the “loaded” figures of merit as
measured at the upper metal levels. Fundamental changes of device structures, e.g., multiple-gates and stacked channels ,
to sustain continued digital performance and density improvements greatly alter RF and AMS characteristics. Such
differences, along with the steady reduction in supply voltages, pose significant circuit design challenges and may drive the
need to make dramatic changes to existing design structures.

6.1.2.1. CMOS POTENTIAL SOLUTIONS
Potential solutions for CMOS performance related challenges are covered in the More Moore Chapter.

6.1.3. GROUP IV BIPOLAR

The roadmap for SiGe heterojunction bipolar transistors (HBTs) and associated benchmark circuits at mm-wave frequencies
has been based since 2013 on a seamless set of TCAD device simulation tools in order to obtain consistent compact model
parameters for the complete transistor structure used in the respective circuit simulations. All known transport, structural
parasitics up to metal 1 (i.e. transistor cell terminals) and temperature effects have been included in the results [49] and

4 TCAD simulations performed by Sorin Voinigescu at the University of Toronto.
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calibrated based on experimental data. Furthermore, the TCAD tools and those parameters that cannot be obtained by TCAD
have been calibrated on existing prototyping process technologies. The data (including the minimum emitter width W, and
all electrical performance parameters such as fr, BVceo, BVcgo, Jc at peak fr, NFumv, MAG etc.) in the previous Technology
Requirements Tables for high-speed NPN transistors, have been shifted by one-year, as shown in Table OSC-17, to reflect
the present development status. Performance plateaus have been assumed to last four years and are linked to applications
and the foregoing system drivers. It has been assumed that at least two foundries offer the technology of the respective node
for product prototyping. The benchmark circuits for LNA, PA, VCO, and current-mode-logic-based (CML) ring-oscillator
(RO) have been manually optimized for each technology node and a variety of commercially relevant frequencies. The
most recent result for a prototyping process [50] corresponds closely to the performance predicted for node N3.

Table OSC-17 RF and Analog Mixed-Signal Bipolar Technology Requirements
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Figure OSC-15. High Speed SiGe HBT fT and fMAX Roadmap vs. Year of Production
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Figure OSC-16. High Speed SiGe HBT Maximum Gain Roadmap vs. Year of Production
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Figure OSC-17. HBT Minimum Noise Figure with Ideal Reactive Components vs. Year of Production

Even though it is a challenge for the HS-NPN to increase the unity current gain cut-off frequency fr by more aggressive
vertical profiles, it is less of a challenge to achieve fuax > fr. Generally, the optimal ratio fuax/fr depends on the circuit
applications. That is, the challenge is to determine what this ratio should be by using the “plateau technologies” for the next
roadmap and appropriate benchmark circuits. Since lateral scaling requirements for HBTs are significantly relaxed
compared with those for MOSFETS, vertical profile fabrication under the constraints of overall process integration appears
to be the bigger challenge. The reduction of imperfections and the increase of current carrying capability of the emitter and
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collector contact metallization are further challenges that need to be met by process engineers on the way to achieving the
physical limits of this (and any other technology) [49].

6.1.3.1. GROUP IV BIPOLAR/BICMOS POTENTIAL SOLUTIONS

For the group IV bipolar devices, a number of potential solutions are under evaluation[51] including improving process
steps and new device architectures as shown in Figure OSC-18.

First Year of IC Production 2020 | 2021 | 2022 | 2023 | 2024 | 2025 | 2026 | 2027 | 2028 | 2029 | 2030

Process steps:

-Si/SiGe: C CVD & related metrology

-N+ doped emitter CVD

-Annealing techniques
-Low resistance contacts -

Architectures:

-Conventional architectures

-Advanced architectures (1st generation)

-Advanced architectures (2nd generation)

Legend

Research
Development
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]
Preduction & Continuous Improvement
Figure OSC-18. High-Speed SiGe BiCMOS Potential Solutions
6.1.4. IlI-VFET & BIPOLAR

We have assumed “production” implies that at least one company offers products with “data sheets” or that the technology
is available for custom designs from one or more companies as a foundry service. The productions dates for all technologies
have been shifted by one year later. The ‘pull’ for these technologies partly drives this shift. The III-V roadmap truncates
at the following expected ends of scaling: GaAs pseudomorphic high electron mobility transistor (PHEMT) in 2015, GaAs
power metamorphic high electron mobility transistor (MHEMT) in 2020, and InP power high electron mobility transistor
(HEMT) in 2016. However, it is expected that low noise GaAs MHEMT and InP HEMT, InP HBT, and GaN HEMT will
continue with physical scaling. The 2012 Update, as in the past, has only D-mode field effect transistor (FETs). E-mode
devices are in the 2013 and 2014 updated roadmaps. The FoMs depend on technology and will include: fr, fmax, gm, and
Vap; power, gain, and efficiency at 10, 24, 60, 94, 140, and 220 GHz; NFum and Ga at 10, 24, 60, and 94 GHz; LNA NF
and Ga at 140 and 220 GHz, as shown in Figures OSC-18—OSC-21 and Table OSC-18 As mentioned previously, RF and
AMS front-end components are a growing part of the semiconductor industry. However, this has divided the III-V
technology landscape into two groups, one dominated by the large volume consumer market and the other dominated by
low volume specialty markets. Within the III-V technology landscape, the large volume consumer driven market is best
represented by GaAs HBT power amplifiers for cellular communications. Here the dominant driving force has become cost,
and there is only a marginal device performance improvement from year to year. The low volume specialty markets to
which InP HEMT, InP HBT, and GaN HEMT presently belong also suffer from the slow pace of the slow transition to mass
production due to low product volumes. Many of these technologies are driven by non-commercial needs and experience
sudden leaps in performance only when government funding becomes available. For these reasons, the value of the III-V
roadmap has been called into question. This sub-group seeks greater industry participation and immediate input concerning
the III-V technology roadmap and priorities.
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Figure OSC-20. III-V Roadmap for fMAX
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Figure OSC-22. [IlI-V Minimum Noise Figure Roadmap
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Table OSC-18 Group IlI-V Compound Semiconductor FET and Bipolar Transistors Technology
Requirements

The unique challenges for III-V devices are yield (manufacturability), substrate size, thermal management, integration
density, dielectric loading, and reliability under high fields. Challenges common with Si-based circuits include improving
efficiency and linearity/dynamic range, particularly for power amplifiers. A major challenge is increasing the functionality
of power amplifiers in terms of operating frequency and modulation schemes while simultaneously meeting increasingly
stringent linearity and efficiency requirements at the same or lower cost.

6.1.4.1. GROUP II-V COMPOUND SEMICONDUCTORS CONSISTING OF ELEMENTS FROM GROUPS Il AND V [BOTH
BIPOLAR AND FIELD EFFECT TRANSISTORS (FET)]

For Group III-V devices, potential solutions under evaluation include improved thermal management, new epitaxy and
substrates, device scaling technologies, heterogeneous integration on silicon, high throughput e-beam lithography (FETs
only), and multilevel interconnects, as shown in Figure OSC-23. More detailed descriptions of these can be found in [51,
52,53].
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6.1.5. ANTENNAS TO SUPPORT 5G+ COMMUNICATION

Both mMIMO and mmWave based communications are proposing to use highly directionally focused beams, to and from
the user, to increase range while using less power.

The potential solution is to employ phased array antennas where signals of multiple small antennas are shifted to
constructively reinforce in the desired direction and destructively interfere in other directions. Several groups have
demonstrated these on silicon substrates while others are fabricating them on laminate substrates. The challenge is to have
energy and component efficient operation to meet cost and energy objectives. With phased array antennas, the signals must
be timed to constructively interfere and change direction as the communication direction changes. Base stations may employ
more sophisticated control, but mobile smart phones need simple, low cost, low power techniques.

For mobile phones, the cell phone would need to have multiple antennas to receive and transmit information and each
antenna would need to have a PA and an ADC and DAC [31], which would consume considerable power operating with
high precision at high frequencies. In the transmit mode, the antenna array would operate as an active phased array to focus
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transmission toward the base station. To overcome the high operating power of the high precision DAC/ADCs, use of
hybrid analog/digital preprocessing [32, 33] or lower precision DAC/ADCs (1bit)[28, 30, 31] has been proposed. To
compensate for potential blockages[35], multiple antennas would need to be integrated into the cell phone to be connected
with multiple base stations.[36]

Since the mmWave focusing antenna has multiple elements transmitting signals with different phases, the antenna array
would need to be fabricated on a smooth substrate with low k dielectric and precise control of feature size shape, and
separation. For 28 GHz the % wavelength is ~0.25 cm and at 72 GHz the Y% wavelength is ~0.1 cm, so distortions of some
fraction of this could cause problems with beam forming. Substrates with variation in surface height could result in phases
being shifted resulting in changes in the direction of the focused beam. Similarly, the phased array substrate must not warp
with temperature or the beam focus and direction could shift with operating temperature. Thus, thin substrates with high
modulus and low dielectric constant will be needed as frequencies increase to low mm wave range.

Since the number of antennas in a mobile phone continues to increase, a switchable antenna has been proposed that could
switch between diversity mode and MIMO mode [54]. Also, an antenna has been proposed that could receive 4G and 5G
(3.5 GHz MIMO) [55].

6.1.6. TERAHERTZ ELECTRONICS

Radiation in the terahertz (THz) range, which is non-ionizing and enables imaging through opaque material layers, is of
potential relevance for a large variety of applications [56, 57] such as: non-destructive material inspection, medical
diagnostics, transportation, security screening, industrial automation, extremely high date-rate communications, and space
exploration. Unfortunately, THz signal power generation at room temperature (RT) by either electronic or optical
components presently suffers from poor device performance. Particularly, between 0.5 and 10 THz the output power of
both optics and electronics drops to very low levels. Similarly, signal detection in this THz gap is plagued by high loss in
the frequency conversion process. The realization and deployment of future, partially mobile, RT-integrated THz systems
will be driven mainly by cost, form-factor, signal power, and energy-efficiency. These requirements and the much easier
integration with digital signal processing circuitry favor electronics-based systems over purely optical systems.

Semiconductor technologies with transistor cut-off frequencies far beyond 300 GHz (the lower limit of the so-called THz
gap) have been surveyed in [49, 51, 52, 57, 58]. The performance of various circuit blocks based on present and future
(expected) HBT technology have also been assessed [52 and 59]. One of the results of the European DOTSEVEN project
was the first all-silicon computer tomograph operating in the THz gap using SiGe HBTs for radiation and Si CMOS based
sensors. Monolithic ICs have also been demonstrated with InP High Electron Mobility Transistors(HEMT) [60,61].

To enable precise shaping and decoding of modulated signals, THz electronics may be needed to provide the drivers,
amplifiers and detectors for both photonics and RF. With 5G pursuing both <6 GHz massive MIMO and mmWave RF,
technologies beyond 5G may require 100GHz+ operating frequencies. Furthermore, photonics is increasing data rates in
single fibers through a use of multiple wavelengths and modulation of different photonic properties. In either case,
electronics is needed to process the data stream and feed data to the CPUs. THz electronics will be needed in the future to
support these high communication data rates.

A major challenge of THz electronics is the loss of output power with frequency. Thus, obtaining gain and product-level
output power will require transistor cut-off frequencies well beyond 1 THz. Other challenges are the development of suitable
low-cost THz packages as well as measurement techniques and equipment for standard device and circuit characterization.
Therefore, opening up the THz gap for electronic applications benefiting society will be require innovations at the device,
material, and system architecture level as well as in circuit design techniques and modeling.

6.2. PHOTONIC INTEGRATED CIRCUITS AND DEVICES

Near-term challenges are to 1) Increase the operating frequency and density of optical transceivers while reducing their
power and cost, and 2) develop router/switch package integrated photonic interconnects for data centers. Long-term
challenges include 1) processing information in the optical domain, and 2) develop methods for communication between
systems with different wavelengths, polarizations, modulations. [62]

6.2.1. PHOTONIC MONOLITHIC HETEROGENEOUS INTEGRATED CIRCUITS(PIC)

Recently, optical monolithic heterogeneous integrated circuits have been introduced into the market by multiple suppliers.
Currently, most of these circuits have separate transmitter and receiver circuits.

Some of these transmitter circuits have the lasers integrated with the modulators, while some of these have the laser
packaged separately from the modulators. In most cases, the modulators and waveguides are single crystal silicon on
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insulators. Multiple suppliers are employing Mach Zehnder modulators, while more compact ring modulators are being
evaluated in research. Since ring modulator wavelength is sensitive to temperature, some have integrated heating elements
to control the optimal wavelength, which increases power consumption that must be managed. Many of these transmitter
circuits employ multiple wavelengths that either are transmitted over individual fibers or multiplexed into a single fiber.
Mach Zenders and the multiplexers currently use silicon waveguides that must gently bend to insure that optical losses are
minimal, which causes the circuits to be relatively large.

Optical receiver circuits must separate wavelengths and transmit these to SiGe photodetectors. The output of the
photodetector is amplified and transmitted to a DAC for digital processing with a SERDES.

There is a significant demand in the industry to integrate photonic I/O in the package with networking switches to reduce
switch power consumption. This introduces significant new challenges to integrate the photonic I/O with a high heat
generating IC and develop high density fiber connectors that are “pluggable” to the package photonics. There is significant
discussion over whether the laser should be packaged separately or integrated on the silicon photonics due to the high
temperatures generated by the switching IC, which would cause thermal drift of wavelength and reduce the life of the laser.
Even if the laser is mounted separately, the modulators must have a low temperature coefficient. Also, the switch will need
to support >256 I/O being sent or received from servers, which is a significant challenge.

In the future, reducing cost and increasing data rates while reducing power consumption will drive development of more
compact and energy efficient technologies. Data rates will be increased by employing different modulation techniques
including PAM, polarization modulation, and other techniques. This will place even more challenging requirements on the
optical integrated circuits. Reducing cost may be achieved by increasing integration of other optical and electrical
components onto the PIC and development of more compact optical devices (lasers, modulators, MUXes, waveguides, and
other structures). Development of more energy efficient lasers and detector amplifiers and supporting electronic
components is crucial.

6.2.2. Low POWER HIGH OUTPUT LASERS

To reduce the power consumed in communication, there is a need to increase the efficiency of lasers in converting electrical
energy to photons. VCSEL and edge emitting lasers are used for different applications and may be competing in some
applications as silicon photonics strives to reduce cost while increasing data rates.

Although VCSELSs are more energy efficient than edge emitting lasers, the power to communicate at higher data rates will
increase, so more efficient top emitting lasers are needed in the future. To support high volume manufacturing, quantum
dot laser VCSELs fabricated epitaxially on silicon 001 [63] with p-doping [64] have been demonstrated with high stability
over a wide temperature range (thermal stability).

An emerging technique to increase photonic light source energy dissipation is to introduce nanostructures that increase
energy density. This has been used to demonstrate electrically pumped lasers with lasing thresholds of 287 nA at 150 K[65]
that is 1000x less than earlier electrically pumped nanocavity lasers. Furthermore, these structures have been used to
demonstrate directly modulated photonic crystal nanocavity light-emitting diode (LED) with 10 GHz modulation speed and
less than 1 fJ per bit energy of operation [66]. These demonstrate that nanostructured nanocavity lasers and LEDs have the
potential to provide more energy efficient photonic sources for optical interconnects; however, the lasers must operate with
high energy efficiency above room temperature.

The ability of lasers to controllably emit specific modes could enable compact optical circuits with new functionality. Single
mode ring laser [67] utilizing the parity-time symmetry breaking has been demonstrated that is intrinsically stable for a
specific mode rather than having multiple competing modes. This capability could enable compact lasers and resonators
that could enable on chip Input/Output with single modes of light. Furthermore, it is possible this principle could be used
to control at will specific single modes that are emitted by the laser.

6.2.3. HIGH DENSITY Low POWER MODULATORS

For optical interconnects to meet future requirements, all supporting devices must operate with higher performance, lower
energy consumption, higher optical efficiency, and have lower cost. Electro-Optic Modulators (EOM) can modulate the
amplitude, phase, frequency, or polarization of the light; however, these devices must become more compact, operate with
lower power consumption.

Initial Mach-Zehnder interferometers were large and consumed significant power in modulating the light; however, newer
compact devices have been demonstrated that require lower power and some may enable integration on substrates with
lasers. A 100 pm long silicon p-i-n diode Mach-Zehnder [68] has been demonstrated to modulate phase with SpJ/bit.
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A silicon lateral p-i-n ring diode less than 20 um diameter has been demonstrated to modulate wavelength [69] and could
be used for wavelength division multiplexing (WDM). Incorporation of a photonic crystal into the silicon p-i-n diode
structure [70] reduced power consumption with wavelength modulation. A reverse biased silicon p-n ring diode structure
[71] was able to operate at 11 GHz with energy consumption of 50 fJ/bit and a device area of ~1000 um?. A GaAs photonic
crystal cavity EOM [72] has been demonstrated that has the potential for sub fJ/bit energy consumption in the GHz
frequency range.

Although these devices have dramatically reduced EOM size and energy consumption, modeling indicates the possibility
for further improvement in energy consumption [73].

6.2.3.1. ELECTRO ABSORPTION MODULATORS

The most important issues for electroabsorption modulators are to have a high on/off ratio, be compact, have a high
operating frequency, low optical loss, and low energy dissipation.

6.2.3.1.1.  BULK SEMICONDUCTOR FRANZ KELDYSH EFFECT (lll-V, GE)

When a high electric field is applied to a semiconductor, the absorption edge of the material can shift and absorption can
increase. Application of an electric field causes a gradient in the valence and conduction bands of semiconductors and
which increases tunneling and an overlap of wave functions that produces an increase of optical absorption near the
bandgap. Thus, application of an electric field increases optical absorption near the bandgap. This must be done in a thin
film to achieve significant tunneling between bands. This effect is most pronounced in direct bandgap semiconductors (i.e.
11-V).

A SiGe modulator on SOI has been demonstrated to operate at 28 Gb/s with 5.9 dB on/off ratio at 3.0V bias with a 50 um
long active region[74]. Work is needed to reduce the size, reduce voltage and reduce energy dissipation.

6.2.3.1.2. PLASMONIC MODULATOR

Recently, a plasmonic Mach Zehnder modulator that fits into a 10 um silicon waveguide has been demonstrated that
operates to 70 GHz and consumes 25 fJ/bit [75]. A plasmon assisted ring modulator was demonstrated that operated
>>100 GHz with 2.5 dB loss, 12 fJ/bit, and low thermal drift [76]. An in-phase/quadrature (IQ) electro-optic

modulator fabricated with plasmonic Mach Zehnders has been demonstrated to operate at 50 Gb/s with an energy
consumption of 0.07 fJ/bit and at 400 Gb/s with an energy consumption of 2 fJ/bit [77].

6.2.3.1.3. STARK EFFECT

The Stark effect in semiconductor quantum wells occurs when coupled electron-hole pairs (Excitons) are trapped in
quantum wells. This produces increased optical absorption near the bandgap of the quantum well bandgap. Application of
an electric field reduces the overlap of the electron and hole wave functions and thus reduces the optical absorption near
the bandgap. Thus, the Stark effect electro-absorption reduces light transmission without electric field and increases
transmission with electric field. This effect has been demonstrated in Ge quantum wells [78], a 90 um long Ge-SiGe
quantum well modulator has been demonstrated to operate at 23 GHz with an on/off ratio of 9 dB and energy dissipation
of 108 fJ/bit with a swing voltage of 1 V between 3 V and 4 V [79].

Further work should be done to increase the on/off ratio, reduce optical losses, reduce energy dissipation and determine the
temperature dependence of modulation.

6.2.3.1.4. WANNIER STARK LOCALIZATION

The Wannier-Stark localization occurs in semiconductors with minibands, such as superlattices i.e., coupled quantum wells,
when the applied electric field is sufficiently large to decouple the quantum wells, i.e., breaks down the sub-bands and
produces localized states in quantum wells, which in turn causes a strong blue shift to the absorption. When this happens,
the photo-absorption is sharply reduced, which was theoretically [80] and experimentally [81, 82] demonstrated in 1988. It
was experimentally demonstrated for the 1.55 pm wavelength range in 1991 in InGaAs/InAlAs superlattices, with an 11 dB
extinction ratio, by applying a 0.7 V voltage to a 100 pm long waveguide [83]. This concept is not specific to any materials
system, and can be used with any superlattices, including group-1V superlattices [84].

6.2.4. CoMPACT MULTIPLEX (MUX)/DEMULTIPLEXERS (DEMUX)

MUXes merge multiple wavelengths while DeMUZXes separate wavelengths into separate waveguides or fibers. Currently,
these devices must make gradual bends in the waveguide to maintain total internal reflection and minimize losses. As more
wavelengths are merged into waveguides or fibers (i.e., 64, 128, 256, etc.) the size of these can become very large, so
technologies are needed to enable low loss compact merging and splitting capabilities. Two potential approaches to this are
aperiodic nanophotonic structures and plasmonic structures, which have the potential to compact wavelength merging
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functions to pm scale and thus significantly reduce the size of MUX and DeMUX devices. In particular, materials with
optical index having a low thermal sensitivity will be required.

6.2.4.1. PLASMONIC STRUCTURES

There is a significant need for technologies that can compactly change the direction of light propagation and focus light on
small features. Plasmonic structures have properties that could enable potential solutions to these issues [85]. Specific
materials have surface electronic resonances that interact with photons and confine them in small waveguides
(<100 nm)[85] and cause them to change directions in short distances [86]. An issue is that the plasmons absorb energy
from the light at their resonance, so the interaction lengths must be short. Recently, it has been proposed to use electrical
pumping to reduce losses in hybrid plasmonic waveguides [87]. On the other hand, the plasmons are relatively insensitive
to temperature changes, so they should be stable with temperature.

Plasmonic structures have been predicted to enhance optical absorption in photodetectors [88], confine light in sub
wavelength waveguides, and redirect light to new directions within 1 um. It has been predicted that novel structures may
be able to significantly reduce losses in plasmonic waveguides [89]. The ability to concentrate light to very small
photodetectors could enable very fast photodetectors with high signal to noise ratio [90]. It was proposed that plasmonics
could be employed to produce energy efficient compact electromodulators [91] and an active plasmonic modulator has
demonstrated 10 Gb/s data rates with low energy [92]. Recently a 10 pm plasmonic modulator has operated at 70 GHz
while consuming only 25 fJ/bit [93].

For future logic, a plasmonic absorber-amplifier [94] has been designed that could amplify specific wavelengths in a WDM
application while absorbing other wavelengths, purify the phase of a non-phase pure source according to a phase-pure
reference source, modulate an optical signal driven by an input gate optical signal with amplification, or provide directional
optical isolation. Thus, plasmonics may not only have the potential for enabling compact dense photonic routing and
modulation but may also potentially enable photonic logic functions.

6.2.4.2. APERIODIC NANOPHOTONIC STRUCTURES

Future computing and communication systems require miniaturized components integrated into complex system for
advanced information processing functionalities. The use of aperiodic and dynamic photonic structures may provide
solutions to meet such requirements. In particular, the use of aperiodic structures enables the constructing of high-density
compact routing in waveguides with single wavelength scales. The use of dynamic structures potentially provides
reconfigurability, as well as functionalities that are not available in static systems such as dynamic non-reciprocity.

Significant advances have been made in understanding the interactions of photons with aperiodic photonic structures. A
particularly important advancement is the developments of ultra-fast numerical algorithms that enable fast simulations and
optimization of nanophotonic structures [95]. With these algorithms it is possible to scan through very large ensemble of
nanophotonic structures to develop a statistical understanding of these components in the presence of structural statistical
variations, and to design highly functional and yet compact components for mode division multiplexing and wavelength
division multiplexing systems.

A 2.8 by 2.8um inverse designed silicon aperiodic structure has successfully separated 1300 nm and 1550 nm light into two
output waveguides with an insertion loss of ~2dB and crosstalk of -11dB [96]. While is not adequate fora CWDM multiplex
system, it may offer promise for future more compact deMUX structures.

For aperiodic nanophotonic structures, the temperature dependence of the structures and potential optical losses must be
determined. Also, these structures would need to be encapsulated with a robust material of a different refractive index to
protect the structures from contamination and environmental interferences.

6.2.5. WAVEGUIDES

To increase density of components on silicon photonics, waveguides need to be fabricated in higher density with low
crosstalk and with low optical losses. Recent research is working to address these issues. Recent work has demonstrated
that introducing a dielectric metamaterial cladding around a silicon waveguide can reduce the evanescent wave loss by 30X
and reduce losses at bends by 3X [97]. Introducing a half-wavelength pitch superlattice waveguide has been demonstrated
to reduce crosstalk to <30 dB [98]. Plasmonic metal waveguides have demonstrated the ability to confine and guide light;
however, there are significant losses. There are proposals and modeling indicating that graphene-BN 2D heterostructures
[99] or 2D dichalcogenide heterostructures [100] can confine light with losses.
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6.2.6. HIGH SPEED, HIGH DENSITY PHOTODETECTORS

A significant challenge for optical detectors is to increase operating frequency to support higher data rates and improve
sensitivity to reduce the link budget for an optical link. A high sensitive photodetector and receiver will reduce the overall
energy consumption of an optical link, alleviating the power requirement from laser and optical amplifier, and reduce the
energy consumption of the optical link. The speed of the detector can be improved by reducing the transit time and RC time
constraints. Photodetector sensitivity can be improved by improving the responsivity, reducing dark current, and using
avalanche photodetector designs. For photonic integration, optical coupling into the photodetector, especially for waveguide
photodetectors remain challenging, as optical loss can be added up large for an optical link with many connectors between
each optical component. Possible solutions include using plasmonic structures above the photodetectors to focus light into
the detector. Another option is to passive periodic or aperiodic nanophotonic structures to focus light onto the photodetector.
Design of low loss polarization insensitivity connectors grating couplers, edge couplers and integrating with waveguide
photodetectors are remain challenging. The temperature dependence of the potential solutions needs to be understood, to
design the optimal solution. This would give the amplifier a larger signal to amplify and reduce signal to noise.

Single Mode Connectors

The ability to connect a single mode fiber to others or devices or waveguides on package or boards is critical to enabling
high-performance longer-range networks in data centers. Recent work has focused on connectors that expand the beam and
then refocus on the next optical element. With the drive to integrate photonic I/O into the network switch package, this will
require significant work to enable high density pluggable photonic connectors.

6.2.7. OPTICALLY BASED SWITCHING AND ROUTING

Currently, optical signals are redirected by electrical routers where the light must be converted to electrical signals that are
routed to different laser-fibers. This significant latency can be added to the transmission of optical signals that go through
multiple routers. New technologies are needed to enable optically based switching and routing that does not require the
optical-electrical-optical conversion. Hybrid electrical/optical (E/O) routing capabilities have been demonstrated using both
MEMS [5-8] and E/O switches including Mach-Zehnder interferometers [10] and ring modulators [11].

To support all optical switching, new materials and device structures are needed to enable this dynamic optically controlled
routing capability. Potential schemes for driving may include having one wavelength dedicated to establishing the routing
path, while others would transmit the data. Optically based switching has been demonstrated in III-V [101, 102] and in
silicon-based structures [103], and amorphous silicon-based structures [12] with micro-ring resonators, where sending a
higher than bandgap photon pulse excites carriers and temporarily changes the refractive index of the material. These are
examples of devices that could be integrated to enable optically based switching and routing functions. More research is
needed to identify new technologies that offer greater flexibility in optically based switching and routing with lower power
consumption.

6.2.8. OPTICALLY BASED LOGIC

If all optical networks are to be viable, optically based logic will be needed to identify signal stream routing conflicts and
determine the correct routing alternative. A number of optical logic devices and functions have been proposed that require
local nonlinearity of optical properties [ 104]. It is proposed that branched waveguides with local nonlinear optical materials
could function as AND on OR functions [105]. All optical logic based on optical polarization switches has also been
proposed [103] that would require polarizing switches that require optically activated polarizers [104]. Using cross gain
modulation and cross phase modulation in semiconductor devices, many logic functions have been demonstrated including
AND, OR, XOR, NOR and XNOR [97], but they are limited to ~10 Gb/s. Several all-optical logic concepts have been
proposed and some demonstrated, but their speed and efficiency would need to improve to support future all optical
networks. A critical need for all optical high-speed logic is materials that can change optical properties at >100 GHz speed
upon exposure to optical signals.

6.3. OPTICAL TEST

Development of new and developing optical devices and integrated circuits needs test to measure the performance of optical
interconnect devices and systems as shown in Table OSC-19.

Table OSC-19 Optical Interconnect Test Capability Requirements
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7. CROSS TEAMS

7.1. SYSTEMS AND ARCHITECTURE

OSC needs a set of system performance requirements as a function of time for the next fifteen years. Capabilities that will
drive high volume high performance optical and RF device and system performance include communication within data
centers, Mobile Smart Phone Applications, and some IoT applications.

For data center communication, the critical performance metrics include data rate per server unit, energy per bit and latency
requirement for server-to-server communications.

For Mobile Smart Phones, the critical requirements include RF operating frequency, maximum data rate, power
requirements, number of frequency bands (operating frequencies) and antenna requirements.

The important metrics for [oT applications are: operating frequency, data rate, range, and energy requirements.

7.2. MORE MOORE

OSC will provide input to More Moore on requirements for RF devices and specifically identify gaps in performance targets
for FETSs and the parasitic capacitance and resistances for gates and S/D contacts.

OSC will provide information to More Moore on circuits/components that may be heterogeneously integrated in 3D with
other integrated circuits. OSC will also identify new materials that would most likely be used in 3D integrated applications.
This will include RF circuits/devices and optical interconnects that could be integrated at the wafer level or in 3D with
CMOS integrated circuits.

7.3. MORE THAN MOORE (SENSORS)

OSC needs new devices to enable photonic switching and routing and devices that operate at high frequency with low
parasitic capacitance and resistance.

OSC will identify material characteristics required to enable solutions to difficult challenges for optical interconnects and
RF communication.

For optical interconnects, challenges that could be solved with a new material include: high thermal conductivity heat
spreading materials that are electrically insulating, polymer optical waveguide materials with losses less than 0.01 dB/cm,
Longer term, devices that could enable photonic logic and routing are being investigated. This would require materials that
can switch optical properties of one wavelength when exposed to a different wavelength.

For RF components, materials are needed that reduce gate conductor resistance and materials or structures that reduce
specific contact resistance for contact to silicon, SiGe, InP, GaAs, GaN and other III-V materials. These materials are also
needed by More Moore to support improvements to silicon and SiGe devices.

7.4. BEYOND CMOS

RF front-end circuits require low-noise filters such as surface acoustic wave (SAW) and bulk acoustic wave (BAW) filters
for transmitters and receivers. In the frequency range above 5 GHz, especially at the transmitter, high power-tolerant BAW
filters are required. To further improve the steepness and insertion loss of BAW filters, it is necessary to use epitaxial SCAIN
thin films or polarization inversion structures.

7.5. PACKAGING

OSC will identify to the packaging IFT critical capabilities needed to package Photonic and RF components.

To package optical interconnects, the package must accommodate a diversity of materials with different coefficients of
thermal expansion, so the package CTE must be matched with that of critical components or the modulus of the package
must be low to absorb strain. The temperature of some components including lasers and photodetectors must be controlled
within a specified range.

7.6. ENVIRONMENTAL SAFETY, HEALTH AND SUSTAINABILITY

OSC identifies to ESH/S new materials that will be used to manufacture optical interconnects and RF components or be
incorporated in them. OSC also identifies materials and product operating effects whose properties need to be assessed
through product life.
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For optical interconnects and RF devices, the most obvious materials that must be assessed through product life are Ga, As,
InP and GaN.

For RF devices, with 5G planning to use mmWave (28-300 GHz) [0.115-1.24 meV], which stimulate vibrational states on
0O, and N at specific frequencies and could cause local heating in focused applications. Potential biological interactions
need to be investigated for use in mobile smart phones where focusing antennas will be used.

IEEE Future Networks Beyond 5G Roadmap Team

OSC needs information from the IEEE Future Networks Beyond 5G Roadmap teams on the frequencies and methods to be
employed to communicate to mobile phones, autonomous vehicles and other high performance IoT devices.

International Electronics Manufacturing Initiative (iNEMI) Optical Interconnect Team
OSC needs information from iNEMI on performance requirements for optical interconnects in different applications.

8. EMERGING/DISRUPTIVE CONCEPTS AND TECHNOLOGIES

8.1. MMWAVE COMMUNICATION

Although mmWave was first demonstrated in radio communication over 100 years ago, it is now being considered for 5G
communication. It is disruptive in that it enables very high-speed data communication; however, there are very serious
issues that must be resolved for it to be widely adopted. First of all, it is absorbed by atmospheric gases, so the range is
limited to hundreds of meters. Second, mmWave signals are significantly absorbed or blocked by buildings, humans, trees,
etc. There are a number of technologies and approaches being developed to minimize the impact of these issues including
use of active phased array antennas to focus signals to the receiver and reduce power required for communication and
building micro base stations to increase coverage. Active phased array antennas consist of a matrix of antennas that have
the phase of each antenna element coordinated to have phases constructively interfere in the target broadcast direction and
destructively interfere in other directions. Antennas with more elements are able to focus the broadcast more narrowly,
while those with a small matrix of elements will have a larger angular spread of the signal. By focusing the signal to the
user, lower energy is used to produce a stronger signal at the users’ antenna than if the signal were broadcast in all directions.
Although this may extend the range of the base station, micro base stations are being proposed that would be placed in
higher density to insure high coverage. Within buildings, in building stations would need to connect with users enter and
connect with them as they moved from room to room.

8.2. INTEGRATED SILICON PHOTONICS

A significant barrier to broadly using photonics in “wired” applications is the cost of integrating a wide range of components
into a photonic transceiver, assembling it with fiber and installing it for the application. These optical interconnections have
been developed to support huge data transmission. Moreover, to improve the whole link capacity further, recently, a few
companies have developed integrated silicon photonic “chips” that are “self-aligned” to fibers with advanced multiplexing
technologies, including wavelength-division multiplexing (WDM) [41], mode-division multiplexing (MDM) [41], and
polarization-division multiplexing (PDM) [43]. These silicon photonic chips have InP lasers, modulators, and multiplexer
(MUX) to feed multiple wavelengths into a fiber. They also have a similar chip that has a demodulator (DeMUX) and
photodetectors to receive signals from the transmitter. This enables significant cost reduction, increase in data rates and
eliminates the tedious assembly of multiple discrete devices. The aforementioned multiplexing technologies are
independent domains from each other, so further enhancement of link capacity is feasible by exploiting “multi-dimensional”
multiplexing, which means mixing two or all of WDM, MDM, and PDM together. Other possibilities for integrated silicon
photonics have also been explored, including the option to integrate a photonic chip(PIC) with electronic IC (EIC) and
2.5/3-D integration package approaches in order to squeeze down the volume of fabrication while boosting overall energy
efficiency. With this milestone, it is expected that increases in data rate will proceed and enable reduction in price per bit
in future technologies.

8.3. PHOTONIC SWITCHING AND ROUTING

In large data centers, data is converted from electrical to optical, transmitted over fiber, then converted back to electrical
signals at a router where the electrical signals are routed and converted to optical signals and transmitted to the next router.
In some cases, this happens up to seven times before the data reaches its destination and these repeated conversions add
latency to the communication between servers and other servers or the internet. Work has progressed on hybrid
electrical/optical routing where electrical signals establish a route for the optical signals by positioning MEMs devices and
later E/O modulators and switches [106-107]. Thus, once the electrical path has programmed the path, the optical signals
move through the routers without conversion to electrical signals. For large data packets, this is very efficient and reduces
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latency; however, for small packets, this may not be efficient. MEMS-based switches required relatively large driving
voltage drawbacks for higher efficiency. Research is currently investigating devices for all optical switching and routing to
enable all optical routing for small packets of information[108-109]. With this approach, the overheads associated with O-
E/E-O (Optical-to-Electrical/Electrical-to-Optical) conversions and SerDes units are eliminated, so that power consumption
is significantly reduced. It also mitigates high power overheads with packet buffering for access memories, channel
allocations, and control logic, which enables lowering network latency, higher scalability as well.

8.4. EMERGING PHENOMENON TO ENABLE NEW PHOTONIC CONTROL

Phenomenon that have the ability to optically amplify, or modulate (wavelengths, polarization or direction) photonic signals
or enable photonic memory have the potential to enable lower latency communication in data centers. A few of the new
phenomenon are listed to provide examples of research that is emerging.

¢ Plasmonic and dielectric have been demonstrated to rotate polarization of photons in waveguides [110]. This is a
major step toward the ability to change the mode of light in waveguides.

e A single photon has been demonstrated to initiate 50 ps switching of another wavelength in strongly coupled
quantum dot-cavity systems.[111] The ability to activate a photonic switch with a very low trigger level of light
could be used to send the routing signal over the same fiber or waveguide as the signal.

e A composite photonic crystal on a semiconductor laser enables steering of the emitted laser beam [112].
e Optical gain has been demonstrated with an Au plasmonic waveguide embedded in a fluorescent polymer [113].

e Packets of light have been shown to persist in a non-linear resonator for use in pulse reshaping, wavelength
conversion, and possibly short-term memory [114].

¢ Nonlinear Optics for photonic switching by using the Kerr nonlinearity, four-wave mixing and second order
nonlinearity.

e Topological photonics insulator for light and topological waveguide that is immune to defects, and promising of
low-loss, high-speed optical interconnects.

e Squeezed light by using quantum entanglement to reduce noise for quantum computing and communication.

8.5. STRUCTURED LIGHT FOR COMMUNICATIONS

The use of orbital angular momentum (OAM) of light [115, 116], a special class of “structured light”, for data
communications has seen great advancement in the optics research and development community. OAM beams of light are
also known as vortex beams because of their donut-shaped intensity profiles. Furthermore, the number of 27 phase changes
in one full rotation of the helical phase front characterizes the order of the OAM mode. The practical advantages of OAM
are twofold. First, the intensity of the OAM beam has circular symmetry which is well suited to the many existing optical
elements used in a communication link, like lenses and fiber, as they have a circular cross-section. Second, OAM mode
identification can be performed at the receiver even with partial recovery of the beam’s radial intensity information,
provided the complete azimuthal information is available. OAM-based mode division multiplexing has been demonstrated
in both free-space and fiber and is gaining much interest. It can be combined with WDM and polarization division
multiplexing (PDM) to enhance existing transmission capacity. Additionally, several other scenarios (environments) have
been identified as potential application grounds for OAM based communication. To name a few:

a) Underwater communication, e.g., between submarines and/or submersibles.

b) Communication through air-water interface, e.g., a submarine to an aircraft

¢) In Earth’s atmosphere, e.g., fixed ground terminals to unmanned aerial vehicles (UAV) or airplanes.
d) Communication to and from ground-station and satellites.

e) Inspace, e.g., inter-satellite links

The major technical hurdles in these applications include combating turbulence, thermal gradients, scattering loss and beam
divergence over long distances. Further research is also required to address challenges like inter-modal crosstalk and
misalignment at the receiver. Integration of optical elements on chip could also play a major role in reducing the size, weight
and power of the transceivers. OAM is in its nascent stage of development but holds much promise for the future.

RF Signal processing in the optical domain
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9. CONCLUSIONS AND RECOMMENDATIONS
9.1. OPTICAL INTERCONNECT CONCLUSIONS

Optical interconnects are used in a number of applications to replace copper interconnects. For data communication in local
area networks and data centers, it is to increase communication data rates and reduce power consumption. In automobiles,
it is to reduce the weight of communication medium and make automobiles more recyclable; however, as autonomous
vehicles are developed higher data rates will be required to provide the navigation and collision avoidance system with
input from a wide range of sensors. In aircraft, optical interconnects are immune to electromagnetic interference and reduce
the weight when replacing copper interconnects.

For optical interconnects, the introduction of integrated silicon photonic devices has the potential to both reduce cost and
increase data rates in fiber communication. This could enable optical communication to be connected in computers and
servers and reduce both latency of communication, increase rates of data communication, and reduce the power required to
send information. For data centers, this could enable new architectures that would enable faster more efficient
communication of data.

A significant cause of latency in data centers is the conversion of optical signals for routing and all optical routing has the
potential to reduce latency and reduce energy consumption. Hybrid electrical/optical routing systems have been
demonstrated and result in significant reduction in latency for communication of large data sets. Research is making
progress on devices that could enable all optical routing in data centers.

9.2. OPTICAL INTERCONNECT RECOMMENDATIONS

In the future, industry should continue to fund research on more energy efficient, compact lasers, modulators and
detector/amplifier circuits. They should also evaluate the potential of hybrid E/O and all optical switching and routing
capabilities to determine whether they could enable more energy efficient communication within data centers.

With the switch density continuing to increase without any increase in space for connectors, industry should explore new
connector technology (e.g., “Break Out” connectors) that would support more servers communicating with the switching
matrix.

With photonic modules for in rack applications coming on the market, it is critical that technology be developed that
supports interoperability and serviceability to enable high volume use in data centers.

9.3. RF WIRELESS CONCLUSIONS

RF wireless continues to be the primary means of connecting internet of things (IoT) devices to the internet, where IoT
includes mobile phones, a wide range of sensors and actuators used in homes, businesses, factories and warehouses.
automobiles, and aircraft. With the growth rate of IoT devices connected to the internet and growing number of high data
rate applications (e.g. virtual reality, etc.), higher bandwidth will be needed to support the growth in communication
between devices and with data centers. Many networks of sensors are specialized and the primary focus is on increasing
energy efficiency and connection range but need to be connected to the internet. Clearly, the highest volume of high data
rate applications will be smart mobile phones; however, with the development of autonomous vehicles they will need high
bandwidth to receive telemetry data on traffic flow, obstructions and to send sensory data and decision analysis to the
manufacturer and traffic control functions.

As 5G is developed, mmWave will be implemented to connect micro base stations to the internet and mmWave and massive
MIMO will be implemented to connect mobile phones, autonomous vehicles, robots, smart cities and smart homes to the
internet. mmWave will require a higher density of base stations and focusing signals to users to connect applications to the
internet due to atmospheric absorption and obstruction absorption. Massive MIMO will need to have multiple transmitters
communicating with the user, but also find novel approaches of reducing power consumption.

Forecast performance of CMOS, SiGe and III-V devices should meet the requirements of emerging RF applications;
however, cost may become challenging for very high frequencies. Key challenges for improvement in the performance of
CMOS, SiGe and III-V devices are reduction in resistance of conductors and reduction in contact resistivity.

9.4. RF WIRELESS RECOMMENDATIONS

Support research in novel RF CMOS, SiGe and I1I-V devices, 2,5D and 3D heterogeneous integration, and their fabrication
processes, especially for low resistance conductors and low contact resistances with device elements. Industry should work
vigorously with the IEEE Beyond 5G Roadmap and Standards Committees to define in more details technology
requirements.
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Term Definition

1G-4G First Generation to Fourth Generation

3GPP Third Generation Partnership Project

5G Fifth Generation

A&AI Active & and Available Inventory

AAA Authentication, Authorization, and Accounting
ACK/NAK Acknowledgment/Negative Acknowledgment
ADC Analog to Digital Converter

ADP Application Domain Profile of IEEE 2413
A-GPS Assisted GPS

Al Artificial Intelligence

A2A All to All

AOC Active Optical Cables

AMS Analog/Mixed Signal

API Application Programming Interface

AR Augmented Reality

ASIC Application-Specific Integrated Circuit

B2B Business to Business

B2C Business to Consumer

BBU Base Band Unit

BER Bit Error Rate

BKC Best known Configurations

BS Base Station

BSS Business Support System

BVceo Breakdown Voltage Collector-Emitter
BVcro Breakdown Voltage Collector-Base

C/U/D/M Control Plane/User Plane/Data Plane/Management Plane
CAPEX Capital Expenditure

CBRS Citizen Band Radio Services

CCIX Cache Coherent Interconnect for Accelerators
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CDMA Code Division Multiple Access

CEP Cloud EndPoint

CFP C-form factor pluggable

CEQIP Cryogenic Electronics and Quantum Information Processing
CML Current Mode Logic

CN Core Network

CNCF Cloud Native Computing Foundation
CNFs Cloud-native Network Functions

CoO Central Office

COBO Consortium for On Board Optics

COTS Commercial Off-the-Shelf

CP Control Plane

CPRI Common Public Radio Interface

CRD Custom Resource Descriptors

CU/DU Centralized Unit/Distributed Unit

CXL Compute Express Link

DAC Digital to Analog Converter

D2D Device to Device

DC Data Center

DCSA Data Collection Service and Analytics
DeMUX Demultiplexer

DevOps Development and Information Technology Operations
DFFT Discrete Fourier Transform
DFT-s-OFDM Discrete Fourier Transform Spread Orthogonal Frequency Division Multiplexing
DL Downlink

DMD Digital Micro Mirror Devices

DP Data Plane

DSA Domain Specific Application

EAP Edge Automation Platform

eCPRI Ethernet Common Public Radio Interface
EEP Edge EndPoint
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eMBB Enhanced Mobile Broadband

EMT Emergency Medical Technicians

EO Electronic to Optical

EOM Electro-Optic Modulator

eNB Evolved Node B

EPC Evolved Packet Core

ETSI European Telecommunications Standards Institute
FDD Frequency-Division Duplex

FET Field Effect Transistor

FDMA Frequency Division Multiple Access

FDSOI Fully Depleted Silicon on Insulator

FMC Fixed Mobile Convergence

FOM Figure of Merit

FPGA Field-Programmable Gate Array

fmax Frequency Where Unilateral Gain (U) Becomes Unity, or Zero dB
fr Transition Frequency (Where the Current Gain Goes to Unity, or Zero dB)
FTTX Fiber to X

GHz Gigahertz

Gbps Gigabits per second

Zm Transconductance

GPU Graphics Processing Unit

GSMA GSM (Groupe Speciale Mobile) Association
HA High Availability

HBT Heterojunction Bipolar Transistor

HCI Hyper-Converged Infrastructure

HEMT High Electron Mobility Transistor

HIR Heterogeneous Integration Roadmap

HOM High Order Modulation

HPC High Performance Computing

HSS Home Subscriber Services

ICN Integrated Cloud Native
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IEEE Institute of Electrical and Electronics Engineers
IETF Internet Engineering Task Force

IFFT Inverse Fast Fourier Transform

IMS IP Multimedia Subsystem

iNEMI International Electronic Manufacturing Initiative
/O Input-Output

IOE Internet of Everything

IoT Internet of Things

P Internet Protocol

IRDS International Roadmap for Devices and Systems
ISG Industrial Specification Group

ISP Internet Service Provider

ITS Intelligent Transport System

ITU International Telecommunication Union

ITU-T ITU Telecommunication Standardization Sector
Je Collector Current Density

Kbps Kilobits per second

KPI Key Performance Indicator

LAA Licensed Assisted Access

LAN Local Area Network

LC Local Cloud Associated with CO or Edge (Near as Well Far)
LDPC Low Density Parity Code, Low-Density Parity-Check
LDPE Licensed Data Payload Encryption

LEL Living Edge Lab

LFE Linux Foundation Edge (Akraino Project belongs to LFE)
LiDAR Light Detection and Ranging

LiFi Light Fidelity

LPWAN Low-power WAN

LoRaWAN Long-range WAN

LNA Low Noise Amplifier

LNP Low-Noise Power
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LTE Long-Term Evolution

M2M Machine to Machine

MAC Medium Access Control

MAG Maximum Available Gain

MANO Management and Network Orchestration

MBA Multi-Beam Antenna

Mbps Megabits per second

MDC Mobile Data Centers, Micro Data Centers
MDM Mode Division Multiplexing

MEC Multi Access Edge Computing or Multi-Access Edge Cloud
MEMS Micro-electro-mechanical Systems

MIMO Multiple Input, Multiple Output

mMIMO Massive MIMO

MHEMT Metamorphic High Electron Mobility Transistor
ML Machine Learning

MMDC Mobile MDC

mMTC Massive Machine-Type Communication
mmWave Millimeter Wave

MNO Mobile Network Operator

MR Merged Reality

MUX Multiplexer

MVNO Mobile Virtual Network Operators

NaaS Network as a Service

NB & SB North Bound & South Bound

NB-IOT Narrow Band — Internet of Things

NEP Network Equipment Operators

NF Noise Figure (dB) (that indicate degradation of the signal-to-noise ratio)
NFV Network Function Virtualization

NFVi Network Function Virtualization Infrastructure
NFVO NFV Orchestrator
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NGC Next Generation Core

NGCO Next-Generation Central Office
NGDC Next Gen Data Centers

NGMN Next Generation Mobile Networks
NIC Network Interface Card

NOMA Non-Orthogonal Multiple Accesses
NPN N-type-P-type-N-type Bipolar Transistor
NPU Network Processing Unit

NR New Radio

NRZ Non-return to Zero

NS Network Slicing

NSA Non-Standalone

NTN Non-Terrestrial Network

NUMA Non-Uniform Memory Access

NVME Non-Volatile Memory Express

OAM Orbital Angular Momentum

OE Optical To Electronic

OEC Open Edge Computing

OFDM Orthogonal Frequency-Division Multiplexing
OMEC Open Mobile Edge Cloud

ONAP Open Networking Automation Platform
ONF Open Networking Foundation

OoOM ONAP Operation Manager

OpenNESS Open Network Edge Services Software
OPEX Operational Expenditure

OPNFV Open Platform Network Virtualization
OSM Order and Service Management

0SS Operational Support System

OTA Over The Air

OTT Over the Top

PA Power Amplifier
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PAM Pulse Amplitude Modulation

PCB Printed Circuit Board

PDM Polarization Division Multiplexing

PGW Packet Gateway

PHEMT Pseudomorphic High Electron Mobility Transistor
PHY Physical Layer

PoC Proof of Concept

PPS Packets Per Second

PTP Point-To-Point

QC Quantum Computing

Qbits Quantum bits

QEMU Quick Emulator

QKD Quantum Key Distribution

QoE Quality of Experience

QoS Quality of Service

QSFP Quad Small Formfactor Pluggable

RA Reference Architecture

RAN Radio Access Network

RE Range Extension

RF Reference Framework, Radio Frequency
RI Reference Implementation

RI-EAP Reference Implementation of EAP
RII-EAP Reference Intelligent Infrastructure for EAP (IEEE 1934.EAP)
RM Reference Models

RNIS Radio Network Information Service

RO Ring Oscillator

ROADM Reconfigurable Optical Add Drop Multiplexer
RRH Remote Radio Head

RRH Remote Radio Head

RS-EAP Reference Stack for EAP (IEEE 1934.EAP)
RSRP Reference Signal Received Power
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RTT Real-Time Technology

RU Radio Unit

RWM Reference Workload Models (IEEE 1934.EAP)

SDM Space Division Multiplexing

SDN Software Defined Network

SDO Standards Developing Organization or Standards Development Organization

SERDES Serializer Deserializer

SFQ Single Flux Quantum

SiGe Silicon Germanium Compounds

SIGFOX A wireless interface, cellular style, long range, low power, low data rate form of wireless
communications developed to provide wireless connectivity for devices like remote
sensors, actuators and other M2M and IoT devices

SIM Subscriber Identification Module

SLA Service Level Agreements

SOA Semiconductor Optical Amplifier

SOI Silicon on Insulator

SON Self-Optimizing Network

SP Service Provider

SUT System Under Test

Tbps Terabytes per Second

TCAD Technology Computer Aided Design

TDD Time-Division Duplex

TDMA Time Division Multiple Access

THz Terahertz

TIP Telecommunication Infrastructure Platform

TP Technical Profile of IEEE 2413

TSDSI Telecommunications Standards Development Society India

TTI Transmission Time Interval

TUG Telecom Users Group

Tx/Rx Transmit and Receive

UAV Unmanned Aerial Vehicles
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uCPE Universal Customer Premise Equipment
UE User Equipment
UL Uplink
UP User Plane
URLLC Ultra-Reliability Low-Latency Connection
V2I Vehicle to Infrastructure
V2V Vehicle to Vehicle
vBBU Virtual Base Band Unit
vBNG vBroadband Virtual Broadband Network Gateway
VCO Voltage-Controlled Oscillator
VCSEL Vertical Cavity Surface Emitting Laser
vEPC Virtual Evolved Packet Core
VNF Virtual Network Function
VR Virtual Reality
WAN Wireless Area Network
WDM Wavelength Division Multiplexing
WG Working Group
WRC World Radiocommunication Conferences
XSR Insulation Displacement Connectors are space-saving, 0.6mm pitch connectors suitable
for thin wires.
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