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OUTSIDE SYSTEM CONNECTIVITY 
1. INTRODUCTION 
The Internet of Everything (IoE) is continuing to expand in applications which demand higher volumes of higher 
performance communication. The IoE was initially defined as a wide range of Internet of Things (IoT) devices 
communicating with cloud computing that store data and which was analyzed with applications and actions communicated. 
As IoE was used for a broader range of applications, some applications had unacceptably slow performance due to the 
latency of communicating with the cloud. To overcome this latency limitation, some applications added local storage and 
processing close to the IoT devices and network which is referred to as fog computing.  

Most applications will employ RF/microwave wireless communication to connect to the internet which will then connect 
through high performance backhaul or fiber optical interconnects to a cloud data center. In future, millimeter waves 
(mmWaves), massive multiple input multiple output (MIMO) or other 5G media will be implemented for high-speed 
connection to terminal devices, while low power wide area (LoWAN) communications, such as LoRaWAN, SIGFOX, LTE 
Cat 0 and NB-IoT, will be utilized to correct and provide enormous data to the cloud and/or fog computing system from 
IoT-edge sensor devices. Within the data center, communication to servers is through fiber optical interconnects with signals 
being routed through multiple routers. Upon arrival at a router, the optical signals are converted to electrical, routed and 
then converted back to optical signals, which adds to energy consumption and latency. The requested data is then routed 
out of the data center and returned to the requesting IoT devices through a path similar to the request path.  

Applications that required fast communication and decision making, such as autonomous vehicles and traffic control, are 
adopting fog computing. In this model fast communications are made between the fog and vehicles and traffic flow controls 
and filtered data is communicated between the fog computing and the supporting cloud computing capabilities, Fast 
communication with low latency is required between the IoT devices and the fog, while fast communication will be required 
also between elements of the fog. Computing in the fog can be performed in a micro data center, which is connected to the 
network and the internet.  

Outside system connectivity scope includes the communication capabilities required to enable any system to transmit data 
to other systems, the fog, or to the cloud for analysis and decision making. This also includes the capability required for 
servers in data centers, such as the cloud or micro data centers in the fog to receive and transmit data to users or IoT devices 
and to communicate with other servers in the data center. The volume of data and content generated by users and a rapidly 
growing number of Internet of Things devices is requiring continued increases in data rates to the cloud. Mobile devices 
and many IoT devices communicate over RF wireless technology, so wireless data rates will need to continuously increase 
to support the growing size of data and the increasing number of “users”.  

If network data rates continue to increase and latency is reduced, new applications which will increase the users’ experience, 
such as virtual reality will flourish, smart cars, smart homes, and smart cities will be able to operate efficiently while 
providing the users with a comfortable living climate. The networks and cloud will be able to support growing numbers of 
IoT sensors and transducers that will enable the smart cars, homes and cities. 

If network data rate growth slows dramatically or stops, many of the new applications will be limited or unable to function. 
Furthermore, more information processing will be done locally, such as in smart cars or with local micro data centers. Thus, 
the growing number of users would be supported, but new applications may be limited.  

Emerging information processing technologies based on superconductor circuits operate at cryogenic temperatures (below 
−150 °C or 123.15 K) and have demanding requirements for connectivity between cryogenic and room temperature 
environments. Examples include single flux quantum (SFQ) digital logic, which produces voltage pulses on the order of 1 
mV high and 1 ps wide, and some circuits used for quantum computing (QC). As cryogenic electronic technologies progress, 
efficient interconnects need to be developed to allow communication with room temperature systems at high data rates. For 
additional information and current status, see the IRDS chapter on Cryogenic Electronics and Quantum Information 
Processing. 
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Figure OSC-1   Wireless and Optical Interconnect Networks Example 

Note: An example of a network from the “cloud” to large offices, small offices and homes where electrical, optical and wireless 
communication are employed to support different needs. 

1.1. CURRENT STATE OF TECHNOLOGY 
Currently, mobile devices are supported by 4G LTE networks with download data rates of 21.6 megabits per second (Mbps). 
IoT devices communicate over a wide range of networks including multiple LPWAN, Bluetooth, Wi-Fi, and higher data 
rate devices over cellular 5G LTE networks. The IoT devices communicating to Bluetooth and LPWAN networks typically 
communicate at data rates less than 2 Mbps, or less than ~100 kbps in LoWA. Many of the IoT sensors and transducers 
operate on battery power, so they send data in burst and go into standby mode when not transmitting data. Some IoT devices 
such as wireless headphones must receive data continuously while operating.  

Telecommunication fiber optic networks are currently able to communicate at 50 terabits per second (Tbps) utilizing 
multiple wavelengths and modulation technologies. Microwave backhaul communication currently operates at data rates of 
400 Mbps. Thus, wireless backhaul is easier to install; however, fiber backhaul can carry a much higher rate of data 
communication. 

Within the data centers, most are using fiber optic active optical cables (AOC) that take electrical data input, convert it to 
optical data with lasers, transmit it over fiber and then convert it to electrical output at the other end of the cable. Current 
AOC communicate at 40 Gbps; however, once a data center is “wired” with AOC, the maximum data rate is limited by the 
cabling. To connect every server in a data center, this requires a server to communicate with a router and within a large data 
center, data must go through approximately 6–8 routers before reaching its destination. 

1.2. DRIVERS AND TECHNOLOGY TARGETS 
For mobile cellular devices, the drivers are the maximum data rate and the number of antennas to support multiple wireless 
technologies. The maximum data rate for cellular is currently 21.6 Mbps and the number of antennas is 13 to support GPS, 
Bluetooth, Wi-Fi, 3G, and 4G LTE and other needs. Cellular data rates are targeted to increase to 1 Gbps in 2020 with the 
introduction of 5G wireless technology.  

For data centers, the drivers for communication are the data rate per server unit which is currently 40 Gbps. Data centers 
typically upgrade servers approximately every three years and would like to have the data rates increase when they upgrade 
the servers; however, this would require upgrading the AOC’s with every server upgrade. The Consortium for On Board 
Optics (COBO) is driving to have the photonic transmitter and receiver on the board and connecting this to single mode 
fiber in the data center. This would enable upgrading the data center communication data rate when the servers are upgraded.  
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1.3. VISION OF FUTURE TECHNOLOGY 
Cellular communication devices will be able to automatically connect to data rate source with the required speed for the 
applications being used. Autonomous vehicles will be able to have continuously updated maps of traffic issues, obstacles 
and hazards as well as communicating with other vehicles to understand their intentions to change directions. Mobile IoT 
devices and systems will be able to connect to their host application on the cloud through a variety of networks without 
allowing security breaches of themselves, the host application or the internet or cloud. 
Data centers will have high data rate communication that is upgraded when servers are upgraded without recabling the data 
center. Latency of communication within the data center will be reduced by all optical switching and routing; however, if 
latency could be dramatically reduced new data center architectures may be enabled. Power consumption of communication 
will be reduced by a factor of 10 even though the data rate has increased by a factor of over 10. 

2. SCOPE OF REPORT 
2.1. IOE COMMUNICATION  
Outside System Connectivity encompasses the assessment of communication requirements and technology for products 
and devices in the Internet of Things (IoT) to communicate with the internet and technologies required to deliver 
information to the cloud and within the cloud. Applications include automobiles, aerospace, and a wide range of IoT 
applications including personal use, home, transportation, factory, and warehouse. Communication of data over fiber optic 
communication circuits to data centers and fiber optic communication within data centers is in the scope of this chapter.  
With the wide range of applications that need to communicate in the Internet of Everything, the applications in OSC scope 
are mapped to the technologies that support them or may support them in the future in Table OSC-1. 

Table OSC-1   Technologies Mapped to Applications 
 

2.1.1. RF WIRELESS  
Examples of IoT devices could include numerous products, embedded medical devices, appliances, autonomous vehicles, 
tools, energy monitoring devices, etc. Many of these devices will communicate with the internet through wireless RF and 
may need to connect though multiple types of systems, such as Wi-Fi, Bluetooth, LPWAN, wireless phone protocols, etc. 
For many devices such as implanted medical devices, autonomous vehicles, energy regulating devices, etc., security from 
tampering will be critical, so both software (not included) and hardware solutions may be required to provide adequate 
security from wireless intruders or internet hacking. RF wireless communication devices including A/D and D/A converters, 
amplifiers, mixers, passives, and antennas. To meet the frequency, power and functionality requirements of the D/A 
converters and amplifiers may require circuits based on CMOS, BiCMOS, SiGe, or III-V technologies. 

2.1.2. PHOTONIC INTERCONNECTS 
Photonic interconnects are used for communication in local area networks (LANs), telecommunication networks to connect 
base stations to telecommunication centers and cloud data centers and communication within the data center. Free space 
optical communication is emerging as a potential application in warehouses to manage inventory as well as data centers to 
provide greater flexibility via software defined directional transmission and reception. Devices include signal conditioners, 
lasers, a variety of modulators, technologies to enable mixing wavelengths (MUX) and separating wavelengths (DeMUX) 
in compact spaces and detectors and amplifiers, signal conditioners, waveguides and photonic connectors. The scope also 
includes technologies to integrate devices on substrates such as silicon or printed circuit boards to reduce size, increase 
operating speed, and reduce cost. In the longer term, devices that could enable hybrid or all photonic based switching and 
routing and photonic logic. Components required for different optical interconnect types are shown in Table OSC2. 

Table OSC-2   Optical Interconnect Building Blocks 

3. SUMMARY AND KEY POINTS 
RF wireless and photonic interconnect data rates need to increase to support high performance applications, large increase 
in IoT devices and storage and analysis of data on the cloud. The largest increase in data rate for RF wireless will come 
with the introduction of 5G technology which will be used for content rich applications on mobile phones and to analyze 
data from the huge number of sensors on autonomous vehicles. These high data rates (>1 Gbps) may also enable totally 
new applications. In data centers, the Consortium for On Board Optics (COBO) is working with research consortia and 

https://irds.ieee.org/images/files/pdf/2018/2018IRDS_OSC_Tables.xlsx
https://irds.ieee.org/images/files/pdf/2018/2018IRDS_OSC_Tables.xlsx
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industry to enable board level photonics so data rates can be upgraded when new servers are installed in data centers, reduce 
power consumption, and reduce PCB weight. 

Multiple LPWANs, Bluetooth, and Wi-Fi are competing to provide access for IoT devices. Some applications need very 
low power operation, so more energy efficient devices may be needed for the radios. 

Significant progress has been made to develop active phased array antennas to enable 5G communication. These highly 
directional antennas enable longer range communication with lower power, reduce interference and may enable methods to 
improve security. 

In the past year, products have been introduced with silicon photonics that enable higher data rate communication with 
lower power and cost. These products can be integrated into AOCs or integrated onto boards for board level photonics. 
Future devices need to operate at higher data rates and have higher levels of integration in more compact form factors to 
reduce power consumption and cost. 

For board level photonics to be viable in data centers, robust low loss (<1 dB) connectors must be developed for single 
mode fiber connection to the boards. 
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4. CHALLENGES 
4.1. NEAR-TERM CHALLENGES 
4.1.1. RF NEAR-TERM CHALLENGES 
In the near term, the key challenges for RF are achieving high-performance energy efficient RF analog technology 
compatible with CMOS processing and delivering capabilities to support a broad range of applications for IoT devices, as 
shown in Table OSC-3. To achieve high performance RF with high energy efficiency, CMOS gate resistance must be 
reduced with technologies that are compatible with CMOS processing. Furthermore, SiGe and III-V performance needs 
increased fT and fMAX while being integrated with CMOS. Furthermore, passive devices need to be integrated on CMOS 
with higher performance. 

To support a wide range of internet of everything (IoT) devices, increasingly complex antennas need to be developed that 
can fit in small form factor systems. Also, security capabilities need to be developed to eliminate hacking or eavesdropping 
by unauthorized devices. 

4.1.2. OPTICAL INTERCONNECT NEAR TERM CHALLENGES 
Many applications would make use of optical interconnects to increase data rates and reduce energy consumption; however, 
significant challenges must be overcome for these to be viable. In the near term, it is critical that the cost of optical 
interconnect technologies be reduced and also that the information density be increased, as shown in Table OSC-3. The 
most immediate need to exploit optical technology for connectivity is to reduce cost for emerging applications. The known 
current and potential applications are: 

1. Data transmission for <5 km fiber to the home, <1–2 km in data centers, <1–2 meter in racks, a few centimeters device 
to device. 

2. High end microprocessors requiring >10 Tb/s of data IO. 

Reducing the cost of optical technologies for these applications requires design, process development and component 
integration to minimize acquiring components and joining/assembling these individual parts. Thus, achieving lower cost 
requires defining the details of the application needs, so that specific processes can be developed and improved. 

Reducing latency in communication in data centers could enable applications of new architectures for communication 
between servers. Electro/optical routing is used in telecommunication and has been demonstrated with multiple 
technologies (i.e., MEMs) in “edge” applications. Thus, introduction of hybrid E/O routing in data centers may be efficient 
for sending large data streams. 

4.2. LONG-TERM CHALLENGES 
4.2.1.  RF LONG TERM CHALLENGES 
With the density and data rates of RF communication continuing to increase, the potential for interference between 
transmitters will increase, so techniques will be needed to reduce interference. Massive MIMO (mMIMO) and mmWave 
will need very energy efficient components (i.e. power amplifiers, etc.) and highly directional antennas to broadcast longer 
distances with lower power consumption. Also, mobile devices such as phones will need multiple antennas to connect to 
base stations as the device changes directions and some paths may be obstructed by absorbing structures. With multiple 
antennas, multiple circuits will be needed to send signals to the antennas with correct phase and these need to be very energy 
efficient. 

4.2.2.  OPTICAL INTERCONNECT LONG TERM CHALLENGES 
In the longer term, standard interfaces will need to be developed for a number of high-performance optical interconnect 
technologies. To eliminate multiple optical-electrical-optical conversions in routing signals, optical information processing 
and logic needs to be developed. To increase optical processing density the third dimension needs to be utilized, as shown 
in Table OSC-3  

The longer-term challenge that needs the most research is to enable optical routing functions. As mentioned earlier, 
significant time and energy is expended in converting optical signals to electrical signals in a router, decoding them to set 
the path and then converted to optical signals that are launched on the new path. Hybrid electrical/optical routing capabilities 
have been demonstrated in research to establish optical routing paths. More advanced capabilities with all optical routing 
may be capable of dramatically reducing the latency of communication between a CPU and memory or other CPUs.  
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If it were possible for optical logic to decode the routing instructions and change the optical path, this could significantly 
reduce the latency and potentially the energy of optical routing in a data center or local area network. Research is needed 
to identify materials, structures and devices that could perform optical logic such as decoding instructions, identifying paths 
that are available and switching the optical data stream to a new path.  

Table OSC-3   Difficult Challenges 
Near-Term Challenges: 2017–2024 Description 

Achieving high performance energy 
efficient RF analog technology 
compatible with CMOS processing. 

• Achieving high performance RF required reduced gate resistance and 
low contact resistance which are difficult to achieve. 

• Increasing passive device functional density on chip; e.g., resistors, 
inductors, varactors, and capacitors. 

Systems and components to meet 5G 
Performance Requirements. 

• Devices to support <6 GHz Massive MIMO and 28 GHz 
communication with low power and cost effectively. 

• Increasing energy efficiency of power amplifiers while increasing 
operating frequency. 

• Systems to deliver high density communication without interference 
and with low noise. 

• Antennas to support multiple band communication in compact mobile 
devices. 

• Low cost high efficiency directional antennas to support mmWave and 
massive MIMO 5G. 

Board Level Photonic Interconnects for 
Data Centers. 

• Low loss (<0.01 dB/cm) single mode waveguides embedded in PCB. 
• Low loss structures to couple silicon photonics to PCB embedded 

waveguides. 
• Low loss, low cost connectors to couple PCB waveguides to single 

mode fibers. 

Increase the operating frequency and 
density of optical transceivers while 
reducing their power and cost. 

• Reduce the power of lasers while increasing optical output. 
• Reduce the size of modulators and increase operating frequency with 

low temperature sensitivity. 
• Increase the operating frequency of photodetectors, amplifiers, and 

signal conditioners while reducing power. 

Utilize the “Z” dimension more 
effectively for optical interconnects. 

• Optical devices are often linear or planar, yet much could be done, 
especially to reduce size, utilizing the 3rd dimension. 

• Design, but specially fabrication in “Z” is “hard”. Some type of 3D 
printing might enable this technical solution. 

Long-Term Challenges: 2025–2032 Description 

5G mm Wave Noise Cancellation. • White noise is expected to be 30–36 dB higher than 4G, so circuits are 
needed to cancel the noise. 

• High density of RF signals is expected to interfere with mmWave 
communication, so circuits are needed to cancel these signals. 

• This may require use of noise phase resonators (e.g. photonic 
resonators) with multiple clocks. 

mm Wave and Massive MIMO 
Antennas. 

• 5G systems are proposing to use arrays of antennas that can be 
reconfigured depending on the band being used for communication. 

• Circuits and devices will be needed to reconfigure and synchronize 
signals from different elements of the distributed antenna. 

https://irds.ieee.org/images/files/pdf/2018/2018IRDS_OSC_Tables.xlsx
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• High efficiency directional antennas are needed to increase range with 
low input power. 

Agreeing on Optical technology 
standards. 

• By 2025, multiple optical implementations are likely to be in use 
implying that standardization could result in cost saving. 

• Will standards emerge, or will multiple proprietary solutions prevail? 

Develop methods for communication 
between systems with different 
wavelengths, polarizations, 
modulations. 

• Technology is needed to up or down shift photons to different 
wavelengths. 

• Technology is needed to change polarization of light when entering a 
different system. 

• Devices are needed to translate and transmit photonic modulated 
information to a system with a different modulation scheme (i.e., 
Modulation Converters). 

Reducing latency of communication 
between CPUs and memory or other 
CPUs in data centers 

• Signals from the CPU must be serialized, converted to photons, and 
(photons converted to electrical be routed then converted back to 
photons multiple times). This adds latency to communication in the data 
center.  

• Regenerate digital signals in the optical domain without returning to the 
electronic domain, a capability that is likely to require non-linear optical 
materials. 

• Perform logic operations in the optical domain. 
• Identify a strategy for reliable O/I with point to point connectivity. 
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5. TECHNOLOGY REQUIREMENTS 
5.1. SUMMARY 
In the IoE, communication from IoE device applications to the cloud is conducted with wireless, conventional copper, and 
optical interconnects. Within data centers, the cloud, communication is performed over copper and increasingly over fiber 
optical links and there is a need to increase data rates to support increasing traffic volumes. For IoT applications, the 
communication needs will vary significantly depending on the amount of data to be sent and speed of communication with 
the cloud. Often, a performance leading application will drive the development of new high-volume capabilities and these 
will be adopted later by other applications. For optical interconnect technology, the potential high-performance high-volume 
driver is within data center communication. For RF wireless communication, the volume drivers have been mobile smart 
phones; however, autonomous vehicles may emerge as a high data rate wireless communication “driver” in the near future. 
Thus, these needs of each application are discussed in more detail in the sections below.  

5.2. DATA CENTER NEEDS 
The 21st Century is clearly characterized by the explosion of requests for computing, storage and communication. This has 
been mainly driven by the worldwide spreading of fixed and mobile systems’ capabilities which have brought any kind of 
information, such as voice, data and video, available to anybody, anywhere and anytime. 

Data Center infrastructure has become one of the faster growing areas for IT networking. Annual global data center IP 
traffic will reach 11.6 zettabytes (966 exabytes [EB] per month) by the end of 2018[1], up from 3.1 zettabytes (ZB) per 
year (255 EB per month) in 2013. Global data center IP traffic will nearly triple over the next 5 years. Overall, data center 
IP traffic will grow at a compound annual growth rate (CAGR) of 25 percent from 2016 to 2021. A key requirement for 
data centers is the need for low cost, high performance, high density, and low power networking connections. In this 
environment, a dramatic ‘bottleneck’ is the difficulty in moving massive amounts of digital information, at each scale of 
dimensions: from worldwide links to chip-to-chip and even intra-chip interconnections. 

A major issue with data center networking is once a data center is “wired” with active optical cables, the maximum data 
rate of the center is fixed even though server data rates can be increased when they are periodically upgraded. Thus, server 
communication data rates can only be upgraded by rewiring the data center which is a major undertaking. 

For new communication technologies to be integrated into data centers in high volume, technology must be established that 
offers performance, power and cost advantages over existing approaches. It must be determined whether the optical 
transceiver should be integrated at the board, card or package level to provide these advantages. Also, the new transceivers 
must be optimized to minimize cost and power consumption in its application in the data center. Several new topologies 
are being evaluated to improve data center communication and new optical transceivers must effectively support each of 
these.  

Switching port density is increasing rapidly to and above 128 ports; however, the space allowed for connectors isn’t 
increasing and there is also a desire to allow the continued use of legacy connectors. Thus, alternative technologies are 
needed that enable more servers to communicate with the switching systems.  

For the sake of simplicity, the data center application areas can be separated into two categories: Outside of Rack and Inside 
of Rack. 

5.2.1. OUTSIDE OF RACK 
At this level, the issue of interconnecting the enormous number of server and storage equipment inside Mega data centers, 
for instance those built for cloud computing applications, is addressed. From the networking architectural perspective, a 
noticeable the transition is underway from a rigid infrastructure interconnecting several levels of switches and routers with 
different capacity to a much flatter and more flexible mesh, the so called “spine-leaf” architecture which is able to directly 
link each rack to any other, in relatively large portions of the data center. This provides a considerable reduction in the 
latency of the overall system, providing much more effective services to the users. 

In this scheme, for the rack-to-rack communication, different requirements may be drawn for at least 3 different 
transmission distances, indicatively: 10 meters, 500 meters and few (1 or 2) kilometers. The differentiation arises from the 
necessity to optimize the dimensions, the power consumption and the performance of different kind of transceivers, the so-
called optical modules. 

Many module form-factors are currently adopted, for instance those belonging to CFP and QSFP families, which have 
become industrial standards. Such pluggable solutions provide the highest level of flexibility, in terms of quick upgrading 
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of the optical ports’ speed and easiness of interconnection to the optical infrastructure, through pluggable passive optical 
connectors. The choice of Single Mode Fiber has already been well accepted everywhere. 

For the shortest range of distances, i.e. few tens of meters, an alternative solution can be the AOC (Active Optical Cable); 
in this case the E/O and O/E conversions are implemented inside the ‘connector’ of a fully terminated cable. These active 
connectors have the same form factor as many of the optical module connectors, e.g. CFP or QSFP, as shown in 
Figure OSC-2. The user can therefore adopt this cabling system as a straightforward replacement of copper cables, but at 
much higher capacity and higher performance in terms of the signal integrity while reducing the size and power of the 
cabling. 

 
Figure OSC-2   a. Active Optical Cable (AOC), here with multimode fiber, and b. AOC Connected to Back of 

Server Rack in Data Center 
 

Finally, the necessity to interconnect the data centers to the rest of the world calls for a different kind of transceiver modules, 
transmitting/receiving at much longer distance ranges (10’s and 100’ of kilometers). But these can be considered belonging 
to the Telecommunication segment. 

For longer distance communication with optical modules, the data rates per lane (per single wavelength) must increase as 
shown in Table OSC-4. As data rate requirements increase and lower power is required with AOC (Table OSC-5), the 
components must still fit into a very small form factor which will become increasingly difficult.  

Table OSC-4   Wavelength Division Multiplexing Module Performance Requirements 
 

Table OSC-5   Data Center Outside of Rack Requirements and Potential Solutions 
 

5.2.1.1. OUTSIDE OF RACK CHALLENGES 
The challenges are very similar for all the different kinds of optical transceivers listed above: in the first instance, 
dimensions of optical modules and power consumption, in terms of energy/bit reduction, are of paramount importance to 
provide an ever-increasing throughput capacity at the front panels of racks/boards. Then, the performance, in terms of ever-
increasing bit rates and quality of signals, in terms of very low BER (Bit Error rate), are necessary to guarantee a fully 
reliable interconnecting mesh. Last, but not least, the low cost, in terms of $/bit, is fundamental to make affordable and 
convenient to use photonics in this application area. A significant challenge for data centers is to simplify the effort required 
to upgrade the data rates when new servers are installed in the data center.  

Switching systems are continuing to rapidly increase the number of ports that can communicate with servers or other 
switches; however, the space on the face plate for connectors is not increasing. There is also a desire to continue using 
legacy connectors, so new cable/connector technology is needed to support continued growth of switching matrices. 

https://irds.ieee.org/images/files/pdf/2018/2018IRDS_OSC_Tables.xlsx
https://irds.ieee.org/images/files/pdf/2018/2018IRDS_OSC_Tables.xlsx
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5.2.1.2. NEAR TERM POTENTIAL SOLUTIONS 
Near term solutions include increasing data density in optical cables. The straightforward approach is actually based on the 
exploitation of a very large number of optical links, using SDM (Space Division Multiplexing). Initial silicon photonic 
heterogeneously integrated products have four wavelengths per module, as shown in Figure OSC-3, and future modules 
may operate at higher frequencies or integrate more wavelengths per module. In the near term, this would enable increasing 
data rates to support the roadmap. 

In the future, HOM (High Order Modulation) techniques can be adopted to increase the spectral efficiency, providing very 
high-speed transmission per lane (fiber or wavelength). 

Developing on board optical interconnects would potentially enable connecting single mode fiber to the new server that 
would then be transmitted data at the new higher data rate of the server, reduce the energy required, and reduce the weight 
of the PCB due to reduced copper in the board.  

To support the growth of switching matrices, new “Break Out” cable connectors have been proposed that would allow 
multiple servers to communicate through a single switch port. This or similar technologies could support continued growth 
of switching matrices without changing their shape or connectors.  

5.2.1.3. LONGER TERM POTENTIAL SOLUTIONS 
Reducing the power and reducing cost required for photonic interconnects will be important to increasing data rates. 
Potential options to reduce cost and increase bandwidth include development of hybrid electrical/optical routing or all 
optical routing. Hybrid electrical/optical routers have been demonstrated using electrically activated MEMS devices to 
route optical data streams;[2, 3, 4] however, the time to realign each MEMs switch is ~11–13 µs. A different approach to 
reduce cost was to employ digital micromirror devices (DMD) with free space routing mirrors suspended above the servers 
that directed the optical signals to detectors on the target server racks[5]; however, the time to align mirrors is still 11–
13 µs. Faster E/O hybrid routing has been demonstrated using Mach-Zehnder modulators with semiconductor optical 
amplifiers (SOAs) and projected switching times of ~1ns[6]. Mach-Zehnder interferometers have been integrated with 
thermo-optic phase modulators, CMOS logic and device drivers with switching times of ~1ns.[7] Analysis indicates that an 
E/O router with microrings could be fabricated in a 128 X 128 router with a reconfiguration time of ~1ns.[8] All optical 
routing has been demonstrated with amorphous silicon microring resonators with ps switching times[9].   

In the future, so use of more compact energy efficient lasers and modulators will be critical to supporting lower cost more 
energy efficient optical routing. Nanostructured lasers have demonstrated higher light output with lower energy 
consumption. Also, lower power modulators including, ring modulators, electroabsorption modulators, plasmonic Mach 
Zehnder modulators, or other novel modulators have the potential to enable high density low power modulators. At the 
basis of this evolutionary path will be, obviously, the availability of 2D and 3D opto-electronic devices. 

In the longer time frame (i.e. >10 yrs.), potential implementation of hybrid or all optically based switching and routing 
could enable new types of architectures for communications, as have been evaluated with hybrid routers, [2, 6] within data 
centers without intermediate optical-electrical-optical conversions. 
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Figure OSC-3   Potential Integration of Advanced Optical Interconnect Technologies Over Time 

Note: Presented by Intel at 2013 Intel Developers Forum. 

5.2.2. INSIDE OF RACK 
Clearly, the enormous data rate throughput running across the data center, as described in the previous paragraph, is 
generated inside each piece of equipment in the data center itself. Copper is already showing severe limitations in terms of 
attenuation and available bandwidth and it becomes increasingly difficult to communicate at high data rates on PCB’s 
(Printed Circuit Boards), unless unsustainable power consumption levels are used. Optical interconnects will displace 
copper interconnects over time. The optical interconnects will probably be used first for the cards, and eventually the 
chip/package I/O, as illustrated in Figure OSC-4. 

At each stage of this transition, the opto-electronic components will need to be integrated into smaller form factor packages. 
Pure electronics and hybrid opto-electronic integration appear to be ineffective when a drastic level of miniaturization has 
to be realized, when performance at tens of Gb/s is to be met, and whenever the costs of implementation of pure optical 
devices, based on expensive materials, are to be drastically cut. 

New efforts for advanced opto-electronic integration will be required to implement the so-called ‘embedded modules.’ 
These type of optical transceiver modules will be fabricated in ultra-small dimensions, so that it will be possible to mount 
them very near (i.e., <1 cm) the big digital ASIC hosts. This arrangement will optimize throughput and will eliminate the 
power consumption implied by high speed copper interconnections. It must be determined whether the “embedded modules 
should be mounted on the board, card or integrated into the ASIC package to deliver the best performance and lower power 
consumption. For these new modules to be adopted in data centers, technology must be developed that supports serviceable 
repair or replacement of the components. 
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Figure OSC-4   Evolution of Optical Interconnects to Shorter Distances Depends on Cost, Data Density, and 

Added Latency of Electrical-Optical-Electrical Conversions  
 

Table OSC-6   Data Center Inside of Rack Requirements and Potential Solutions 
 

5.2.2.1. INSIDE THE RACK CHALLENGES 
The challenges are in achieving the increased levels of miniaturization and energy dissipation/bit for the opto-electronics; 
moreover, the cost/bit will have to be less than that of copper-based devices and systems for a widespread adoption, as 
shown in Table OSC-6. From the pure optical point of view, the coupling of optical signal with fibers and waveguides will 
become crucial for the good operation, at the required industrial reliability. 

5.2.2.2. INSIDE THE RACK NEAR TERM POTENTIAL SOLUTIONS 
Near term solutions will adopt ‘silicon photonic embedded-modules’ with optical fiber pig-tails. According to the 
availability of optical PCB boards this kind of ultra-compact transceivers could evolve with the capability to avoid 
interfacing with optical fibers while interfacing directly with ‘optical’ PCB embedding waveguides that will substitute for 
fibers. In the near term, multimode waveguides embedded in PCBs are possible, while single mode waveguides are desired, 
they require significant work and may be a longer-term solution.  

For sub-meter distances, optical interconnection will be a real must. In this perspective, silicon photonics technology is 
shipping in high volume and higher performance products are being developed. In the near future a commoditized use of 
the silicon photonics technology, as presently happens for traditional VLSI market will be available on the market.  

Multimode optical interconnects currently provide low cost short range optical interconnects; however, some are proposing 
to use single mode on/off board optical interconnects. A few manufacturers are offering single mode AOCs that support 
longer range communication (200 m-4 km) with low power consumption. The significantly tighter alignment requirement 
of single mode photonics makes achieving multimode cost very difficult for shorter range optical interconnects. Thus, 
multimode and single mode optical interconnects are potential solutions to on/off board optical interconnects, but if only 
short-range communication is required multimode at 850 nm may have a significant advantage over single mode.  

5.2.2.3. INSIDE THE RACK LONGER TERM POTENTIAL SOLUTIONS 
In even longer timeframes, the final goal will consist of embedding optical I/O’s in the digital ASIC’s: optics will 
definitively support all communication among VLSI devices. 

To reduce power and cost, full range of optical devices will evolve to smaller, higher density, structures with higher data 
rates: long term novel laser structures, electro-optical modulators or novel Mach-Zehnder, or plasmonic Mach-Zehnder, 
modulators and detectors are needed, as shown in Table OSC-6 potential solutions. For lasers, it is important to reduce 
energy dissipation, increase optical power output and increase operating frequency for direct modulation, and 

https://irds.ieee.org/images/files/pdf/2018/2018IRDS_OSC_Tables.xlsx
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nanostructured lasers have the potential to meet this need. For modulators, it is critical to increase on/off ratio, to reduce 
size, to have high operating frequency, energy dissipation and optical loss. There are several options for reducing the optical 
switching power and increasing switch density including, ring modulators, electroabsorption modulators, plasmonic Mach 
Zehnder modulators, or other novel modulators. Each of these modulator technologies have their own challenges and will 
be discussed in more detail later. 

5.3. TELECOMMUNICATION 
Telecommunications will continue to support increasing data volumes both to data centers, offices, RF base stations, and 
FTTX to support home users. To support this increased volume of data, the data rate per wavelength will need to increase 
from the current 400 Gb/sec-wavelength to 1000 Gb/s.-wavelength in 2029. The maximum data rate per fiber will increase 
from 100 Tb/s to 250 Tb/s in 2027 as shown in Table OSC-7, which requires over 100 wavelengths per fiber and modulation 
of polarization and higher order modulation. The telecommunication industry is leading the development of these 
technologies. 

Table OSC-7   Telecommunications Optical Interconnect Requirements 
 

5.4. OFFICE AND FACTORY LOCAL AREA NETWORKS 
Offices and factories will have ever increasing need for bandwidth as more information is being transmitted by the internet 
of things devices and analyzed to improve business performance. Offices will require conventional services including 
messaging, virtual meetings, and access to data from the “cloud”, to analyze customer requirements, product availability, 
product performance (IoT) reports, etc. This will require increasing bandwidth over time which will require a combination 
of optical and wireless communications technologies, as shown in Figure OSC-1. In factories, information will be 
communicated between the tools in the manufacturing flow and manufacturing control where performance of individual 
tools will be monitored and issues “flagged”. This will require a local area network with connection to individual 
manufacturing tools, manufacturing control, technicians and engineers. The network should include a high bandwidth 
optical interconnect “back bone” connected to manufacturing control, fixed tools, and engineering analysis stations. 
Wireless connection could be used for communication with low data rate manufacturing tools and material handling systems 
that are mobile. The configuration of optical and wireless communication technologies will depend on the requirements of 
the office, factory, or warehouse. Optical interconnect technologies to be used could include high bandwidth fiber and/or a 
free space optical interconnect system (LiFi) with a wide range of wireless technologies including Wi-Fi, Bluetooth, 
LPWAN, custom wireless, and new wireless systems including 5G. 

Medical facilities, such as hospitals, may have some tools or operating room areas that are sensitive to RF and EMI, so they 
may limit communication to shielded wire or optical interconnects for connectivity.  

Since many technologies may be required to support these applications, only the optical interconnect LAN requirements 
will be discussed in detail in this section and others will be discussed in separate sections. 

Table OSC-8   Office and Factory LAN Requirements and Potential Solutions 
 

5.4.1. OPTICAL LAN NEEDS  
The optical interconnect LAN requirement is projected to increase from current data rates of 40 Gb/s-wavelength with four 
wavelengths to 400 Gb/s-wavelength, as shown in Table OSC-8. Over this time, the power dissipation/Gbs will need to 
decrease by over a factor of four. To achieve these high data rates for each wavelength new technologies are required to 
compress more information in a single wavelength.  

The biggest challenges for fiber optical LAN are to 1) increase data rates while reducing energy/bit and 2) reduce latency 
due to optical-electrical-optical conversion, as shown in Table OSC-8. 

5.4.2. OPTICAL LAN POTENTIAL SOLUTIONS 
With silicon photonic modules becoming available, this should enable highly integrated power efficient communication. 
Furthermore, higher performance lasers that operate at lower power or highly efficient modulators that enable encoding 
more information in a single wavelength could enable evolutionary improvements in the silicon photonic modules. 
Furthermore, photodetectors and their amplifiers would need to operate at higher speed with lower energy per bit. 
Technology options to achieve higher data rates at lower power will be discussed in Section 6.  

https://irds.ieee.org/images/files/pdf/2018/2018IRDS_OSC_Tables.xlsx
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A second option for an optical interconnect LAN is “free space” optical interconnects (LiFi) which could operate using 
high data rate modulated LEDs[10] or lasers that are directionally controlled with mirrors or other means[11]. Several 
options exist for this technology which could use existing components, as shown in Table OSC-2; however, the data rates 
may be significantly below those in fiber as indicated in Table OSC-9. One advantage of an LED system is that it could 
easily communicate with machines that are moved frequently[10]. 

Table OSC-9   Free Space Optical Communication - Key Attribute Needs 
 

5.4.3. WIRELESS LANS 
Wireless will be used to communicate with computers, smart phones, smart appliances, tools, power management systems, 
and other IoT products, etc. Security will become an even more important issue to keep unwanted monitoring or malicious 
interference from outside wireless devices as more devices are monitored and controlled over the network. If Wi-Fi adopts 
higher frequency for office LANs, e.g. by increased use of the 60 GHz band, which currently is the band used by 802.11ad 
and the upcoming 802.11ay(a) standard, this would reduce the leakage of data from buildings and make it more difficult to 
eavesdrop or hack the network. Furthermore, directional antennas could focus communication to the user and thus make it 
more difficult to eavesdrop on private communications. Furthermore, techniques could be developed that would detect 
signals coming from directions and distances other than the host network. 

5.5. SMALL BUSINESS OR HOME  
5.5.1. FTTX 
FTTX uses fiber to “feed” copper to provide the last 1–2 km of the data and tele-communication connections to the end 
user. As data rates have increased, providers have extended fiber closer to the end user to overcome limitations of copper 
interconnects. While the downlink data rate is only expected to increase from the current 10 GB/s-wavelength to 100 GB/s-
wavelength, the maximum number of wavelengths per fiber is expected to increase from 4 to 10, as shown in Table OSC-
10. As the fiber is extended closer to the user, multiple wavelengths in the fiber will need to be separated by a DeMUX in 
contact with the fiber. Furthermore, the signals launched from the user will need to be duplexed with other wavelengths in 
the fiber returning data to the communication switching center. 

Table OSC-10   Fiber to X (FTTX) Requirements and Potential Solutions1 
 

                                                           
1 802.11ay is projected to be approved November, 2019: http://www.ieee802.org/11/Reports/tgay_update.htm 

https://irds.ieee.org/images/files/pdf/2018/2018IRDS_OSC_Tables.xlsx
https://irds.ieee.org/images/files/pdf/2018/2018IRDS_OSC_Tables.xlsx


Technology Requirements  15 
 

THE INTERNATIONAL ROADMAP FOR DEVICES AND SYSTEMS:  2018 
COPYRIGHT © 2019 IEEE. ALL RIGHTS RESERVED. 

 
Figure OSC-5   Potential Path for FTTX Extending Further from the Telecom Office to Businesses and Homes 
Note: This requires wavelength division multiplexing (WDM) and demultiplexing closer to the point of service delivery. Electrical 

wires may be used to deliver the last length of connection to some customers. 

5.5.1.1. FTTX CHALLENGES 
The biggest challenges for the FTTX optical interconnects are to develop cost effective compact MUX and DeMUX 
capabilities that can split compactly separate wavelengths and merge wavelengths from users to the switching office. 

5.5.1.2. FTTX POTENTIAL SOLUTIONS 
Potential solutions include developing compact Mach Zehnder MUX and DeMUX capabilities based on plasmonic 
technology or other compact technologies. It is assumed that silicon photonic modules and other improvements in lasers, 
detectors and modulators to support data centers and Office LANs can be adopted to support FTTX. Compact integration 
technologies to support integrating modulators in AOC can be adapted to support FTTX applications. 

5.5.2. WIRELESS  
In these environments, data and communication may be delivered to the office or home with wire, optical fiber, or wireless, 
but wireless will most likely be used to connect to computers, smart phones, smart appliances, tools, business terminals, 
power management, environmental monitor and control systems, and IoT products. This includes applications such as 
exercise and health monitors and passive activity monitors for elderly citizens. With increasing numbers of devices 
communicating to and through these networks, the routers will need to communicate with a range of protocols and have 
ever increasing bandwidth. Security will become an even more important issue to keep unwanted monitoring or malicious 
interference from outside wireless devices as more devices are monitored and controlled over the network.  

5.6. MOBILE SMART PHONES 
As smart phones incorporate more functionality, they will need to communicate at higher data rates with the internet, but 
also detect signals from GPS satellites, cell towers, health monitors, watches, and other RF sources, as shown in Table 
OSC-11. Thus, they will need to have compact antennas that can receive and transmit to multiple ranges of frequencies 
with multiple protocols. The RF & AMS components will need to support all of the communication with high energy 
efficiency for multiple applications simultaneously. 

A critical need for these devices is technology that enables highly secure operation and communication with the internet 
and other devices. 
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Also, with the increasing proliferation of wireless devices, there are significant concerns that interference between signals 
from the many wireless devices communicating in small areas will become a huge problem in the future. Some are 
proposing development of novel antenna and other schemes. 

Table OSC-11   Mobile Device Wireless Performance Requirements 
 

5.6.1. MOBILE SMART PHONE CHALLENGES 
A significant challenge for mobile smart phones is to support the data rates required for new multimedia applications such 
as virtual reality. While future smart phones need to communicate at higher data rates, they will need to operate with low 
power consumption. Furthermore, future smart phones will need to have improved security of personal information when 
communicating with the internet or other devices. An additional challenge is to integrate additional antennas into thin smart 
phones without causing interference in other communications or integrated circuits. 

5.6.2. MOBILE SMART PHONE NEAR TERM POTENTIAL SOLUTIONS 
In the near term, higher data rates would be supported by 5G technology which has a target of data rates >1 Gbps. The two 
options for this are multiple input multiple output (MIMO) at frequencies <6 GHz, or mmWave communication (28–
78 GHz). Both of these technologies will require introduction of multiple antennas into the phone. Both are expected to 
employ directional communication from the base station to increase range while reducing interference and reducing 
transmitted power. A potential solution is the use of active phased array antennas to receive and transmit information. The 
use of directional antennas in both the base station and the cell phone may also allow implementation of methods to enhance 
security of communication. If 5G is initially implemented with <6 GHz, base stations would operate with massive MIMO 
and be able to support multiple users simultaneously, but the cell phone would operate with one or a few antennas. To 
improve communication throughput for the user, full duplex communication[12] is being considered to enable simultaneous 
transmission and reception by the cell phone and the base station. Full duplex would require new circuits to separate 
outgoing and incoming data. 

5.6.3. MOBILE SMART PHONE LONGER TERM POTENTIAL SOLUTIONS 
In the longer term, high frequency mmWave may be used in high population density areas to support high data rate 
applications with a large number of users. A significant challenge is that 28 GHz to 78 GHz signals don’t penetrate 
buildings, so buildings would need to have repeaters in the building or employ massive MIMO or ultra-high data rate Wi-Fi. 

If 5G is implemented with mmWave and MIMO, the cell phone would need to have multiple antennas to receive and 
transmit information and each antenna would need to have power amplifier(PA) and an ADC and DAC[13] which would 
consume considerable power operating with high precision at high frequencies. A critical challenge is to increase the energy 
efficiency of the PA at mmWave frequencies while maintaining linearity, since the efficiency of the PA decreases with 
operating frequency. Thus, PA FETs based on new materials may need to be used to improve energy efficiency, as shown 
in Figure OSC6. In the transmit mode, the antenna array would operate as an active phased array to focus transmission 
toward the base station. To overcome the high operating power of the high precision DAC/ADCs, use of hybrid 
analog/digital preprocessing[14, 15] or lower precision DAC/ADCs (1bit)[13, 15, 16] has been proposed. To compensate 
for potential blockages[17], multiple antennas would need to be integrated into the cell phone to be connected with multiple 
base stations.[18]  
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Figure OSC-6   Power Amplifier FET Power Added Efficiency vs. Frequency 

5.7. AUTOMOBILES  
Scope: Automobiles, trucks, freight trucks, heavy equipment, and farm equipment. 

Autonomous vehicles will use wireless systems to communicate with networks, determine position and detect proximity to 
objects and vehicles. Because of the complex conditions and weather that autonomous vehicles need to operate, they will 
need a multitude of sensors to identify road signs, road hazards, pedestrians, animals, and classify the threats presented and 
anticipate their actions. They will also need to have access to traffic information and communication with other vehicles to 
identify changes in traffic flow that must be negotiated. The sensors could include video cameras, RF, microwave, “radar”, 
LiDAR, optical range detection, sonar and others. With the large number of different sensor types, it is proposed that a 
sensor fusion computer analyze their raw data to develop a map of obstacles. Currently, the forward facing video cameras 
require the highest data rate for the 1080i of 1.5Gbps for raw data, as shown in Table OSC-12. As automobile manufacturers 
seek to provide higher resolution images are longer distances, higher resolution cameras such as 4K will require data rates 
of >13Gbps per camera for communication of raw data to the sensor fusion computer. A significant challenge is that in 
heavy traffic, significant blind spots will be presented by vehicles in front of the target vehicle, so communication with 
other vehicles and local traffic management computers will be necessary to develop comprehensive maps of obstacles in 
the travel path will be required. Communication of information from sensors and guidance detectors will require significant 
amounts of data to be transmitted and analyzed which will require use of high bandwidth optical or wired connections, as 
shown in Figure OSC-7.  

Table OSC-12   Autonomous Vehicle Sensor Communication Data Rates 
 

In the long run as autonomous vehicle guidance technology matures, several possibilities seem likely.  Initially few of these 
vehicles will be operating so each will be a stand-alone source of data.  As the number of vehicles on the road grows, 
benefits will arise from the vehicles communicating with one another.  Possible benefits include vehicles sending object 
location to vehicles behind them, enabling fusing the location of both stationary (curbs, barriers, etc.) and moving (cars, 
trucks, bikers, pedestrians, etc.) objects so object locations are known as soon as possible. That information will enable 
vehicles to accommodate their motion sooner and with finer detail improving the object avoidance capability. 

As the number of autonomous vehicles increases, another potential issue is interference between the optical and maybe 
even RF data streams.  (Image the density and number of signals in the air on the 10 Freeway during rush hour in southern 
California where the freeway is more than six lanes wide in each direction with parallel on-off ramps and several levels of 
fly overs.)  With LiDAR and Radar that broadcast electromagnetic wave beams, some sort of coding may be needed to 
enable a specific vehicle to sort out its LiDAR and or Radar signal returns from the other nearby broadcasters!  

As the density of autonomous vehicles reaches a critical point, it is quite likely that vehicles will communicate sensor data 
to traffic control local (fog computers) instead of between vehicles. Then, the fog traffic control computer will broadcast 
an updated real-time map of obstacles to all vehicles within its radius of influence. In areas with lower traffic densities, the 
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vehicle-to-vehicle communication will provide sensor data to vehicle sensor fusion systems that will provide the map of 
obstacles for the vehicle control system. 

In the long term, (i.e., decades) when almost every vehicle, biker, pedestrian, etc. is visible electronically/digitally, one can 
see fusing motion data to enable merging of traffic streams at intersections, eliminating the need for traffic lights and 
enhancing capacity of the roads and highways and speeding traffic.  

When vehicles become autonomous, they will need to be highly secured from hacking devices, and also monitor the health 
of the passengers to ensure that a medical emergency has not occurred, so sensors will be needed to monitor this and also 
potentially communicate with medical devices or smart phones. In early development of autonomous vehicles, significant 
amounts of data will be communicated to the manufacturer to assess actions to be taken and review decisions made by the 
processor in the vehicle. Security of control and passenger information will be paramount, so security systems must be able 
to quickly detect hacking or spoofed data that could cause danger to the vehicle and passengers. 

 
Figure OSC-7   Automobiles Have Multiple Networks to Measure Performance, Detect Obstacles, Control 

Operation, Deliver Entertainment to the Passengers, and Provide Communication to the “Cloud” 
Note: As networks expand, there will be a move to reduce the use of copper and increase the use of low weight optical fiber 

interconnects with increased data rates and information density. 

5.7.1. WIRELESS COMMUNICATION CHALLENGES 
As vehicles strive to become more autonomous, more wireless capabilities will be employed to communicate with traffic 
networks, detect and monitor vehicles, pedestrians, animals, bicycles, obstructions, highway construction, and weather-
related hazards, etc. This would include GPS and radar like detectors to monitor proximity, trajectory and speed of vehicles, 
pedestrians, animals, etc. Also, this information would be coupled with video and image recognition to determine expected 
actions of the objects. For the radar-like devices, different frequencies may be used to determine the density of objects. 
When the vehicle is traveling in inclement weather (e.g., fog, rain, snow, wind, flooding, etc.), multiple sensors will need 
to communicate with the central processor and internet. As auto vehicles become more autonomous, the demand for high 
speed communication, data, and entertainment media will increase. Within the vehicle, a Bluetooth and/or Wi-Fi like 
network will be used to communicate with portable devices including computers, phones, watches and possibly health 
monitors. 

5.7.1.1. WIRELESS COMMUNICATION POTENTIAL SOLUTIONS 
5G data rates with either massive MIMO or mmWave could support high data rate communication of maps, traffic flows 
and data from the vehicle to the manufacturer. Massive MIMO at frequencies <6 GHz has the potential for longer coverage 
range by a base station, while mmWave would have a shorter range of communication. Both approaches could use 
directional antennas with tracking of base station location to reduce the risk of spoofing and eavesdropping. This would 
require active phased array antennas with circuits and software to analyze incoming signals. 
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5.7.2. OPTICAL NETWORKS 
With automobiles having more electronics and sensors for more autonomous driving vehicles, there is a need for high data 
rate and low weight communication networks. As a result, automobiles are using plastic optical fiber communication to 
reduce weight and increase data rates. Over time, the data volumes are expected to increase as more sensors including 
cameras, radar, environmental sensors, and engine performance sensors are added to identify obstacles and improve 
automobile performance and comfort. To support this, data rates in fibers will increase from current 40 Gb/s to 100 Gb/s in 
2023, as shown in Table OSC-13. It is assumed that current and developing technologies will be able to support these data 
rates in the required timeframe.  

Free space optical may be used to provide information on proximity to other vehicles through lighting system modulation. 
In fact, the modulation of the brake lights could inform the vehicles behind whether it was just a “light touch” on the brake 
pedal, or if it was a hard break due to a dangerous situation. This was already implemented years ago by having different 
intensities for the brake lights, but that may not always work very well, depending on the environment conditions (fog, rain, 
snow, etc.) and distance between vehicles. 

The biggest challenges will be to meet the environmental requirements for different applications which will require robust 
packages to manage shock and vibration, temperature extremes, etc. In addition, the fiber optic networks will need to meet 
significant cost challenges, which will require increasing levels of integration at the package and then at the device level. 
These increasing levels of integration can be supported by technologies developed to support Office LAN and data centers. 

Table OSC-13   Automotive Optical Interconnect Requirements 
 

5.7.2.1. OPTICAL NETWORKS POTENTIAL SOLUTIONS 
Plastic optical fiber is the medium of choice and currently operates at data rates of 150 Mb/s for entertainment and is 
expected to increase to 1 Gb/s in 2020 and 10 Gb/s by 2025. For sensor and control communication in autonomous vehicles, 
data rates of 40Gb/s are expected to increase to 100Gb/s in 2023. To support higher data rates in the future, silicon photonic 
modules could be used with the plastic fiber; however, they would need to operate over a wider temperature range and at 
wavelengths compatible with the plastic fibers. 

5.8. AEROSPACE 
Fiber optics and wireless communication are being used in aircraft applications to reduce weight and increase bandwidth 
for a range of applications. Applications include entertainment, in flight networking, display systems and RF over fiber 
communication. In-flight entertainment can be transmitted over fiber to a “box” near the seats. For in-flight networking, 
data can be transmitted over fiber or free space optical to Wi-Fi stations or seat consoles that communicate with customer 
portable or mobile devices, as shown in Figure OSC-8. Furthermore, data from sensors, and potentially from control 
systems, can be communicated over fiber optics to the pilots. Fiber optics communication has several advantages over 
conventional copper wires including lower weight, electromagnetic interference immunity and smaller size. 

High flying drone-like aircraft are also being developed to provide internet access with RF over large areas, as shown in 
Figure OSC-9, while the circling over an area needing access. This capability could be quite valuable to provide internet 
and mobile phone support for areas struck by disasters, earthquake, typhoons, hurricanes, floods, etc. 
Free space optical interconnects are being proposed to provide communication, internet access, and entertainment to 
passengers in aircraft to reduce cost and avoid installing fiber in barriers[19, 20]. Free space optical interconnects are also 
proposed to support internal avionics communication[21] because the signals are secure from outside detection. These 
interconnects could use white LEDs, lasers, etc. and are immune from EMI, are low weight, low cost, and low power. 

Currently, fiber optic communication is available in aircraft to operate at 10Gb/s, in multi-mode or single mode, and with 
wavelengths of 850 nm, 1310 nm, and 1550 nm. Table OSC-14. Fiber optic devices in aircraft must be able to operate in 
harsh environments, with thermal shock, mechanical shock, extreme temperatures (-40 to 125°C), and devices must be 
protected from lightning strikes. It is anticipated that more applications will emerge related to increased use in control 
systems. 

Table OSC-14   Aerospace Optical Interconnect Requirements (Preliminary) 
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Figure OSC-8   Optical Interconnects Can Provide Interconnects for Internet Connectivity and Multi-Media 

Entertainment Distribution and in the Future Flight Deck with Computing Resources, Switches and 
Actuators, and Sensors in the Aircraft 

 
Figure OSC-9   Example of Wireless Flying Network Hub that Would Provide Internet Connectivity to 

Metropolitan or Rural Areas 
Note: An aircraft would “orbit” or “hover” over a specific location out of commercial flight paths and provide services to businesses and 
consumers. 

5.9. MEDICAL AND HEALTH DEVICES 
Implanted (in patient) medical devices, which communicate with RF 175 kHz and 402-405 MHz [21A], must be highly 
secure, consume low amounts of energy, and be highly reliable. They will need to communicate over RF with the internet, 
(for example for homecare applications) or with other devices in the future, such as interconnected and integrated medical 
devices in a hospital environment (real time alarms on wearable devices held by medical doctors and nurses), or autonomous 
vehicles to identify a passenger medical emergency. On the other hand, they must not allow unauthorized access to the 
device that could jeopardize the patient, such as defibrillators activating pulses or withholding or overdosing insulin. These 
devices may have secure frequencies for program changes and other frequencies for transmittal of data or emergency 
assistance requests. These devices should be able to use capabilities developed for other applications. 
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Watch-like devices are being increasingly used to monitor heart rate and other functions during work or exercise and these 
devices can connect to a smart phone or other computer over Bluetooth to upload results. Over time more functions may be 
added to these devices. Also, monitors may be developed to identify over-exposure to UV, but it is not clear whether these 
will be passive or wireless.  

Emergency medical response units are evaluating the communication of patient video(1.5-3Gbps) to nearby hospital 
emergency personnel to enable them to assess patient condition and advise the emergency medical technicians (EMTs) on 
best treatment. It is also expected that higher resolution video (4K), which requires >10Gbps will be implemented with 
more medical monitor information being transmitted to the hospital emergency personnel and this will require higher data 
rate wireless communication. 

5.10. MISCELLANEOUS IOT DEVICES 
IoT devices cover a wide range of products that need to communicate with the manufacturer or owner through their life. 
The most pervasive communication method will be though RF protocols. These devices would include appliances, tools, 
manufacturing equipment, and a wide variety of devices that include electronic control systems. They would connect to the 
internet through available network connections such as Wi-Fi, Bluetooth, LPWAN, etc. The need to communicate with the 
internet could include identifying a lack of activity by an elderly relative or detecting unexpected intrusions into a home. 
Again, security systems at the device level, and in the internet, are critical to prohibit unwanted monitoring of activity or 
enabling malicious activation by hackers or vandals. With low complexity monitors and/or actuators, the “base station” 
may need to have more sophisticated analysis of the origin (direction and distance) of the IoT device. Since many users 
don’t activate security features, it may be necessary for the “base station” to autodetect the location signature and identify 
when the IoT device is installed. 

A wide variety of LPWANs exist and serve special functions that have different coverage areas and data rate requirements 
as shown in Figure OSC-10.  

 
Figure OSC-10   Range of Select LPWAN Systems vs. Their Maximum Data Rates 

Also, with the increasing proliferation of wireless devices, there are significant concerns that interference between RF 
signals from many wireless devices communicating in small areas will become a huge problem in the future. Some are 
proposing development of novel antennas and other schemes.  

With the wide range of applications and requirements for IoT devices, there will be many potential solutions. For battery 
powered IoT applications, the key challenge will be to reduce power consumption while meeting the communication data 
rate and range requirements. For high performance powered IoT applications, such as autonomous vehicles, etc., the 
challenge is meet the data rate and security requirements with continuous connectivity. Performance requirements for 
several wireless communication devices are shown in Table OSC-15. 
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Table OSC-15   IoT Wireless Performance Requirements (Battery) 
 

5.11. IOT POTENTIAL SOLUTIONS 
For the battery powered IoT devices, the potential solution is to develop more energy efficient communication protocols. 
For security, the IoT hub in addition to encryption may need to detect the location of the transmitting IoT device and verify 
that it is authorized. 5G also plans to support lower frequency (<1GHz) communication with low data rate-low power 
devices over the same radio as higher data rate applications.  

For powered high data rate applications, 5G communication with massive MIMO or mmWave would provide a data rate 
of 1 Gb/s. Furthermore, the directional communication used with massive MIMO and mmWave would reduce the likelihood 
of eavesdropping or spoofing. This could be further improved by including circuitry that continuously tracks the location 
of the IoT device and “hub” and detects anomalies. 

6. DEVICE AND TECHNOLOGY NEEDS AND POTENTIAL SOLUTIONS 
Higher data rate lower power optical interconnect sources, modulators, detectors, and driver circuits are needed to enable 
continued increases in optical communication speed at lower power. For high speed RF to support energy efficient 5G and 
Wi-FiMAX (802.11ay), energy efficient power amplifiers with high linearity and high-speed driver circuits are needed. For 
both photonics and high-speed RF, terahertz electronics may be needed to provide driver circuits that provide well shaped 
signals for precision required to support high levels of modulation.   

6.1. OPTICAL INTERCONNECT DEVICES AND TECHNOLOGIES 
Near-term challenges are to 1) Increase the operating frequency and density of optical transceivers while reducing their 
power and cost, and 2) develop board level photonic interconnects for data centers. Long-term challenges include 
1) processing information in the optical domain, and 2) develop methods for communication between systems with different 
wavelengths, polarizations, modulations. 

6.1.1. LOW POWER HIGH OUTPUT LASERS 
To reduce the power consumed in communication, there is a need to increase the efficiency of lasers in converting electrical 
energy to photons. An emerging technique to increase photonic light source energy dissipation is to introduce nanostructures 
that increase energy density. This has been used to demonstrate electrically pumped lasers with lasing thresholds of 287 nA 
at 150K[22] which is 1000× less than earlier electrically pumped nanocavity lasers. Furthermore, these structures have been 
used to demonstrate directly modulated photonic crystal nanocavity light-emitting diode (LED) with 10 GHz modulation 
speed and less than 1 fJ per bit energy of operation[23]. These demonstrate that nanostructured nanocavity lasers and LEDs 
have the potential to provide more energy efficient photonic sources for optical interconnects; however, the lasers must 
operate with high energy efficiency above room temperature.  

The ability of lasers to controllably emit specific modes could enable compact optical circuits with new functionality. Single 
mode ring laser[24] utilizing the parity-time symmetry breaking has been demonstrated that is intrinsically stable for a 
specific mode rather than having multiple competing modes. This capability could enable compact lasers and resonators 
that could enable on chip input/output with single modes of light. Furthermore, it is possible this principle could be used to 
control at will specific single modes that are emitted by the laser. 

6.1.2. HIGH DENSITY LOW POWER MODULATORS 
For optical interconnects to meet future requirements, all supporting devices must operate with higher performance, lower 
energy consumption, higher optical efficiency, and have lower cost. Electro-Optic Modulators (EOM) can modulate the 
amplitude, phase, frequency, or polarization of the light; however, these devices must become more compact, operate with 
lower power consumption.  

Initial Mach-Zehnder interferometers were large and consumed significant power in modulating the light; however, newer 
compact devices have been demonstrated that require lower power and some may enable integration on substrates with 
lasers. A 100 µm long silicon p-i-n diode Mach-Zehnder[25] has been demonstrated to modulate phase with 5pJ/bit.  

A silicon lateral p-i-n ring diode less than 20 µm diameter has been demonstrated to modulate wavelength[26] and could 
be used for wavelength division multiplexing (WDM). Incorporation of a photonic crystal into the silicon p-i-n diode 
structure[27] reduced power consumption with wavelength modulation. A reverse biased silicon p-n ring diode 
structure[28] was able to operate at 11 GHz with energy consumption of 50 fJ/bit and a device area of ~1000 µm2. A GaAs 
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photonic crystal cavity EOM[29] has been demonstrated that has the potential for sub fJ/bit energy consumption in the GHz 
frequency range.  

Although these devices have dramatically reduced EOM size and energy consumption, modeling indicates the possibility 
for further improvement in energy consumption[30].  

6.1.2.1. ELECTRO ABSORPTION MODULATORS 
The most important issues for electroabsorption modulators are to have a high on/off ratio, be compact, have a high 
operating frequency, low optical loss, and low energy dissipation. 

6.1.2.1.1. BULK SEMICONDUCTOR FRANZ-KELDYSH EFFECT (III-V, GE) 
When a high electric field is applied to a semiconductor, the absorption edge of the material can shift and absorption can 
increase. Application of an electric field causes a gradient in the valence and conduction bands of semiconductors and 
which increases tunneling and an overlap of wave functions which produces an increase of optical absorption near the 
bandgap. Thus, application of an electric field increases optical absorption near the bandgap. This must be done in a thin 
film to achieve significant tunneling between bands. This effect is most pronounced in direct bandgap semiconductors (i.e. 
III-V).  

A SiGe modulator on SOI has been demonstrated to operate at 28 Gb/s with 5.9 dB on/off ratio at 3.0V bias with a 50 µm 
long active region[31]. Work is needed to reduce the size, reduce voltage and reduce energy dissipation. 

6.1.2.1.2. PLASMONIC MACH ZEHNDER 
Recently, a plasmonic modulator that fits into a 10 µm silicon waveguide has been demonstrated that operates to 70 GHz 
and consumes 25 fJ/bit[32]. This technology should be investigated to determine if performance can be further enhanced 
and characterize performance further. 

6.1.2.1.3. STARK EFFECT 
The Stark effect in semiconductor quantum wells occurs when coupled electron-hole pairs (Excitons) are trapped in 
quantum wells. This produces increased optical absorption near the bandgap of the quantum well bandgap. Application of 
an electric field reduces the overlap of the electron and hole wave functions and thus reduces the optical absorption near 
the bandgap. Thus, the Stark effect electro-absorption reduces light transmission without electric field and increases 
transmission with electric field. This effect has been demonstrated in Ge quantum wells[33], a 90 µm long Ge-SiGe 
quantum well modulator has been demonstrated to operate at 23 Ghz with an on/off ratio of 9dB and energy dissipation of 
108 fJ/bit with a swing voltage of 1V between 3V and 4V[34]. 

Further work should be done to increase the on/off ratio, reduce optical losses, reduce energy dissipation and determine the 
temperature dependence of modulation.  

6.1.2.1.4. WANNIER-STARK LOCALIZATION 
The Wannier-Stark localization occurs in semiconductors with minibands, such as superlattices i.e., coupled quantum wells, 
when the applied electric field is sufficiently large to decouple the quantum wells, i.e., breaks down the sub-bands and 
produces localized states in quantum wells, which in turn causes a strong blue shift to the absorption. When this happens, 
the photo-absorption is sharply reduced which was theoretically[35] and experimentally[36, 37] demonstrated in 1988. It 
was experimentally demonstrated for the 1.55 µm wavelength range in 1991 in InGaAs/InAlAs superlattices, with an 11 dB 
extinction ratio, by applying a 0.7V voltage to a 100 µm long waveguide[38]. This concept is not specific to any materials 
system, and can be used with any superlattices, including group-IV superlattices. 
6.1.3. COMPACT MULTIPLEX (MUX)/DEMULTIPLEXERS (DEMUX) 
MUXes merge multiple wavelengths while DeMUXes separate wavelengths into separate waveguides or fibers. Currently, 
these devices must make gradual bends in the waveguide to maintain total internal reflection and minimize losses. As more 
wavelengths are merged into waveguides or fibers (i.e., 64, 128, 256, etc.) the size of these can become very large, so 
technologies are needed to enable low loss compact merging and splitting capabilities. Two potential approaches to this are 
aperiodic nanophotonic structures and plasmonic structures, which have the potential to compact wavelength merging 
functions to µm scale and thus significantly reduce the size of MUX and DeMUX devices. In particular, materials with 
optical index having a low thermal sensitivity will be required. 

6.1.3.1. PLASMONIC STRUCTURES  
There is a significant need for technologies that can compactly change the direction of light propagation and focus light on 
small features. Plasmonic structures have properties that could enable potential solutions to these issues[39]. Specific 
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materials have surface electronic resonances that interact with photons and confine them in small waveguides 
(<100 nm)[40] and cause them to change directions in short distances[40]. An issue is that the plasmons absorb energy from 
the light at their resonance, so the interaction lengths must be short. Recently, it has been proposed to use electrical pumping 
to reduce losses in hybrid plasmonic waveguides[41]. On the other hand, the plasmons are relatively insensitive to 
temperature changes, so they should be stable with temperature.  

Plasmonic structures have been predicted to enhance optical absorption in photodetectors[42], confine light in sub 
wavelength waveguides, and redirect light to new directions within 1 µm. It has been predicted that novel structures may 
be able to significantly reduce losses in plasmonic waveguides[43]. The ability to concentrate light to very small 
photodetectors could enable very fast photodetectors with high signal to noise ratio[44]. It was proposed that plasmonics 
could be employed to produce energy efficient compact electromodulators[45] and an active plasmonic modulator has 
demonstrated 10 Gb/s data rates with low energy[46]. Recently a 10 µm plasmonic modulator has operated at 70 GHz while 
consuming only 25 fJ/bit[47]. 

For future logic, a plasmonic absorber-amplifier[48] has been designed that could amplify specific wavelengths in a WDM 
application while absorbing other wavelengths, purify the phase of a non-phase pure source according to a phase-pure 
reference source, modulate an optical signal driven by an input gate optical signal with amplification, or provide directional 
optical isolation. Thus, plasmonics may not only have the potential for enabling compact dense photonic routing and 
modulation but may also potentially enable photonic logic functions. 

6.1.3.2. APERIODIC NANOPHOTONIC STRUCTURES 
Future computing and communication systems require miniaturized components integrated into complex system for 
advanced information processing functionalities. The use of aperiodic and dynamic photonic structures may provide 
solutions to meet such requirements. In particular, the use of aperiodic structures enables the constructing of high-density 
compact routing in waveguides with single wavelength scales. The use of dynamic structures potentially provides 
reconfigurability, as well as functionalities that are not available in static systems such as dynamic non-reciprocity. 

Significant advances have been made in understanding the interactions of photons with aperiodic photonic structures. A 
particularly important advancement is the developments of ultra-fast numerical algorithms that enable fast simulations and 
optimization of nanophotonic structures[49]. With these algorithms it is possible to scan through very large ensemble of 
nanophotonic structures to develop a statistical understanding of these components in the presence of structural statistical 
variations, and to design highly functional and yet compact components for mode division multiplexing and wavelength 
division multiplexing systems. 

For aperiodic nanophotonic structures, the temperature dependence of the structures and potential optical losses must be 
determined. Also, these structures would need to be encapsulated with a robust material of a different refractive index to 
protect the structures from contamination and environmental interferences. 

6.1.4. HIGH SPEED, HIGH DENSITY PHOTODETECTORS 
A significant challenge for optical detectors is to increase operating frequency to support higher data rates. A limiting factor 
is the RC time constant of the photodetector. The most logical solution is to reduce the detector size which reduces junction 
capacitance, but this can increase resistance and may reduce coupling efficiency to the light from the waveguide. Effort 
would be needed to reduce the junction and contact resistance for the smaller photodetectors. If the detector intercepts less 
light from the waveguide, the amplifier will need to have higher gain which will potentially reduce the signal to noise ratio. 
The best solution to this is to develop techniques to effectively couple light from the waveguide into the detector. Possible 
solutions include using plasmonic structures above the photodetectors to focus light into the detector. Another option is to 
passive periodic or aperiodic nanophotonic structures to focus light onto the photodetector. The temperature dependence of 
the potential solutions needs to be understood, to design the optimal solution. This would give the amplifier a larger signal 
to amplify and reduce signal to noise.  

6.1.5. SINGLE MODE CONNECTORS  
The ability to connect a single mode fiber to others or devices or waveguides on package or boards is critical to enabling 
high-performance longer-range networks in data centers. Recent work has focused on connectors that expand the beam and 
then refocus on the next optical element.  

6.1.6. OPTICALLY BASED SWITCHING AND ROUTING 
Currently, optical signals are redirected by electrical routers where the light must be converted to electrical signals that are 
routed to different laser-fibers. This significant latency can be added to the transmission of optical signals that go through 
multiple routers. New technologies are needed to enable optically based switching and routing that doesn’t require the 
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optical-electrical-optical conversion. Hybrid electrical/optical (E/O) routing capabilities have been demonstrated using both 
MEMS[2–5] and E/O switches including Mach-Zehnder interferometers[7] and ring modulators[8].  

To support all optical switching, new materials and device structures are needed to enable this dynamic optically controlled 
routing capability. Potential schemes for driving may include having one wavelength dedicated to establishing the routing 
path, while others would transmit the data. Optically based switching has been demonstrated in III-V[50, 51] and in silicon-
based structures[52], and amorphous silicon-based structures[9] with micro-ring resonators, where sending a higher than 
bandgap photon pulse excites carriers and temporarily changes the refractive index of the material. These are examples of 
devices that could be integrated to enable optically based switching and routing functions. More research is needed to 
identify new technologies that offer greater flexibility in optically based switching and routing with lower power 
consumption. 

6.1.7.  OPTICALLY BASED LOGIC 
If all optical networks are to be viable, optically based logic will be needed to identify signal stream routing conflicts and 
determine the correct routing alternative. A number of optical logic devices and functions have been proposed that require 
local nonlinearity of optical properties[53]. It is proposed that branched waveguides with local nonlinear optical materials 
could function as AND on OR functions[54]. All optical logic based on optical polarization switches has also been 
proposed[52] that would require polarizing switches which require optically activated polarizers[53]. Using cross gain 
modulation and cross phase modulation in semiconductor devices, many logic functions have been demonstrated including 
AND, OR, XOR, NOR and XNOR[54], but they are limited to ~10 Gb/s. Several all optical logic concepts have been 
proposed and some demonstrated, but their speed and efficiency would need to improve to support future all optical 
networks. A critical need for all optical high-speed logic is materials that can change optical properties at >100 GHz speed 
upon exposure to optical signals. 

6.2. RF DEVICES AND TECHNOLOGY  
The challenges for RF components include 1) achieving high performance energy efficient RF analog technology with high 
linearity and are compatible with CMOS based digital processing, and 2) components to meet 5G performance 
requirements. While all circuits contribute to loss of energy efficiency, the energy efficiency of PAs based on a given FET 
technology decreases with increasing mmWave frequencies and linearity can also be degraded.  

6.2.1. CMOS 
The 2017 roadmap technology plots reflect the RF and analog performance metrics needed to support the technology 
roadmap developed by the IRDS More Moore IFT in 2017. The RF-AMS performance metrics for CMOS devices have 
been restricted to peak fT (Figure OSC-11) and peak gm (Figure OSC-12) and have been calibrated on recent averaged 
measured data in the 28 nm, 22 nm, and 16 nm nodes. The 2017 roadmap gives the above performance FoMs for n-channel 
FDSOI and double-gate FinFET high-performance devices obtained from technology computer aided design (TCAD)-based 
device modeling methods(a). These include hydrodynamic transport with thin silicon mobility physics, as well as the 
estimated resistive and capacitive device parasitics up to the first metal layer, which defines the terminals of a transistor 
cell in high-frequency analog circuit design. Compared to previous editions of the ITRS, the new fT data provide a more 
realistic view of the projected high frequency performance of future MOSFET devices down to physical gate lengths of 
7 nm. They indicate the degradation in fT and gm at gate lengths below 10 nm as a result of mobility degradation caused by 
surface scattering at the gate oxide interface, and due to the ever-thinner silicon body. As can be observed, the double gate 
of the FinFET results in higher transconductance but also higher capacitive parasitics compared to the single-gate FDSOI 
MOSFETs. Other MOSFET high-frequency figures of merit, such as fMAX and NFMIN which are strongly dependent on the 
device layout used in particular circuit blocks have been removed from the CMOS section of the OSC tables. Note that the 
displayed fT (Figure OSC-11) does not include the capacitive parasitics resulting from connecting the transistor cell to the 
passive devices in the upper metal layers of the back-end. The same was true for the fMAX data included in ITRS editions 
through 2015. The introduction of new materials, and transistor and gate structures may change the fT trend of sub 10nm 
CMOS devices. Reduction of gate and contact resistance has been demonstrated to improve fMax [54A, 54B], but not impact 
fT. 
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Figure OSC-11   CMOS Roadmap for Peak fT vs. Physical Gate Length for FDSOI and Double-gate (FinFET) 

MOSFETs Based on Technology CAD2 

 
Figure OSC-12   CMOS Roadmap for Transconductance per Unit Gate Width, gm, vs. Physical Gate Length 

for FDSOI and Double-gate (FinFET) MOSFETs Based on Technology CAD 
Many of the materials-oriented and structural changes being invoked in the digital roadmap degrade or alter RF and analog 
device behavior. Complex tradeoffs in optimization for RF, HF, and AMS performance occur as different mechanisms 
emerge as limiting factors. Examples include series resistances at gate, source and drain, as well as parasitics from 
interconnecting the transistors to other devices in a circuit that greatly affect the device impedances and the “loaded” figures 
of merit as measured at the upper metal levels. Fundamental changes of device structures, e.g., multiple-gates and silicon-
on-insulator (SOI), to sustain continued digital performance and density improvements greatly alter RF and AMS 
characteristics. Such differences, along with the steady reduction in supply voltages, pose significant circuit design 
challenges and may drive the need to make dramatic changes to existing design structures. 
6.2.1.1. CMOS POTENTIAL SOLUTIONS 
Potential solutions for CMOS performance difficult challenges are covered in the More Moore Chapter. 

6.2.2.  GROUP IV BIPOLAR 
The roadmap for SiGe heterojunction bipolar transistors (HBTs) and associated benchmark circuits at mm-wave frequencies 
has been based since 2013 on a seamless set of TCAD device simulation tools in order to obtain consistent compact model 
parameters for the complete transistor structure used in the respective circuit simulations. All known transport, structural 
parasitics up to metal 1 (i.e. transistor cell terminals) and temperature effects have been included in the results[55] and 
calibrated based on experimental data. Furthermore, the TCAD tools and those parameters that cannot be obtained by TCAD 
have been calibrated on existing prototyping process technologies. The data (including the minimum emitter width WE, and 
all electrical performance parameters such as fT, BVCEO, BVCBO, JC at peak fT, NFMIN, MAG etc.) in the 2015 Technology 
                                                           
2 TCAD simulations performed by Sorin Voinigescu at the University of Toronto. 
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Requirements Tables for high-speed NPN transistors, have been shifted by one-year, as shown in Table OSC-16. 
Performance plateaus have been assumed to last four years and are linked to applications and the foregoing system drivers. 
It has been assumed that at least two foundries offer the technology of the respective node for product prototyping are 
presented. The benchmark circuits for LNA, PA, VCO, and current-mode-logic-based (CML) ring-oscillator (RO) have 
been manually optimized for each technology node and a variety of commercially relevant frequencies. The most recent 
result for a prototyping process[56] corresponds closely to the performance predicted for node N3. 

Table OSC-16   RF and Analog Mixed-Signal Bipolar Technology Requirements 
 

 
Figure OSC-13   High Speed SiGe HBT fT and fMAX Roadmap vs. Year of Production 

 
Figure OSC-14   High Speed SiGe HBT Maximum Gain Roadmap vs. Year of Production 

https://irds.ieee.org/images/files/pdf/2018/2018IRDS_OSC_Tables.xlsx
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Figure OSC-15   HBT Minimum Noise Figure with Ideal Reactive Components vs. Year of Production 

Even though it is a challenge for the HS-NPN to increase the unity current gain cut-off frequency fT by more aggressive 
vertical profiles, it is less of a challenge to achieve fMAX >  fT.  What is unclear today is, how large the ratio fMAX/fT needs to 
be for future circuit applications. That is, the challenge is to determine what this ratio should be by using the “plateau 
technologies” for the next roadmap and appropriate benchmark circuits. Since lateral scaling requirements for HBTs are 
significantly relaxed compared with those for MOSFETs, vertical profile fabrication under the constraints of overall process 
integration appears to be the bigger challenge. The reduction of imperfections and the increase of current carrying capability 
of the emitter and collector contact metallization are further challenges that need to be met by process engineers on the way 
to achieving the physical limits of this and any other technology[55]. 
6.2.2.1. GROUP IV BIPOLAR/BICMOS POTENTIAL SOLUTIONS 
For the group IV bipolar devices, a number of potential solutions are under evaluation[57] including improving process 
steps and new device architectures as shown in Figure OSC-16. 

 
Figure OSC-16   High-Speed SiGe BiCMOS Potential Solutions 

First Year of IC Production 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030

Process steps:

  - Si/SiGe:C CVD & related metrology

  - N+ doped emitter CVD

  - Annealing techniques

  - Low resistance contacts

Architectures:

  - Conventional architectures

  - Advanced architectures (1st generation)

  - Advanced architectures (2nd generation)

This legend indicates the time during which research, development, and qualification/pre-production should be taking place for the solution. 
Research Required

Development Underway

Qualification / Pre-Production

Continuous Improvement
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6.2.3.  III-V FET & BIPOLAR 
We have assumed “production” implies that at least one company offers products with “data sheets” or that the technology 
is available for custom designs from one or more companies as a foundry service. The productions dates for all technologies 
have been shifted by one year later. The ‘pull’ for these technologies partly drives this shift. The III-V roadmap truncates 
at the following expected ends of scaling:  GaAs pseudomorphic high electron mobility transistor (PHEMT) in 2015, GaAs 
power metamorphic high electron mobility transistor (MHEMT) in 2020, and InP power high electron mobility transistor 
(HEMT) in 2016. However, it is expected that low noise GaAs MHEMT and InP HEMT, InP HBT, and GaN HEMT will 
continue with physical scaling. The 2012 Update, as in the past, has only D-mode field effect transistor (FETs). E-mode 
devices are in the 2013 and 2014 updated roadmaps. The FoMs depend on technology and will include: fT, fMAX, gm, and 
VBD; power, gain, and efficiency at 10, 24, 60, 94, 140, and 220 GHz; NFMIN and GA at 10, 24, 60, and 94 GHz; LNA NF 
and GA at 140 and 220 GHz, as shown in Figures OSC-17–OSC-20 and Table OSC-17. As mentioned previously, RF and 
AMS front-end components are a growing part of the semiconductor industry. However, this has divided the III-V 
technology landscape into two groups, one dominated by the large volume consumer market and the other dominated by 
low volume specialty markets. Within the III-V technology landscape, the large volume consumer driven market is best 
represented by GaAs HBT power amplifiers for cellular communications. Here the dominant driving force has become cost, 
and there is only a marginal device performance improvement from year to year. The low volume specialty markets to 
which InP HEMT, InP HBT, and GaN HEMT presently belong also suffer from the slow pace of the slow transition to mass 
production due to low product volumes. Many of these technologies are driven by non-commercial needs and experience 
sudden leaps in performance only when government funding becomes available. For these reasons, the value of the III-V 
roadmap has been called into question. This sub-group seeks greater industry participation and immediate input concerning 
the III-V technology roadmap and priorities. 

 
Figure OSC-17   III-V Roadmap for fT 
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Figure OSC-18   III-V Roadmap for fMAX 

 
Figure OSC-19   III-V Roadmap for Associated Gain 
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Figure OSC-20   III-V Minimum Noise Figure Roadmap 

 

Table OSC-17   Group III-V Compound Semiconductor FET and Bipolar Transistors Technology 
Requirements 

 

The unique challenges for III-V devices are yield (manufacturability), substrate size, thermal management, integration 
density, dielectric loading, and reliability under high fields. Challenges common with Si-based circuits include improving 
efficiency and linearity/dynamic range, particularly for power amplifiers. A major challenge is increasing the functionality 
of power amplifiers in terms of operating frequency and modulation schemes while simultaneously meeting increasingly 
stringent linearity and efficiency requirements at the same or lower cost. 
6.2.3.1. GROUP III-V COMPOUND SEMICONDUCTORS CONSISTING OF ELEMENTS FROM GROUPS III AND V [BOTH 

BIPOLAR AND FIELD EFFECT TRANSISTORS (FET)] 
For Group III-V devices, potential solutions under evaluation include improved thermal management, new epitaxy and 
substrates, device scaling technologies, heterogeneous integration on silicon, high throughput e-beam lithography (FETs 
only), and multilevel interconnects, as shown in Figure OSC-21. More detailed descriptions of these can be found in [57, 
UGS17]. 

https://irds.ieee.org/images/files/pdf/2018/2018IRDS_OSC_Tables.xlsx
https://irds.ieee.org/images/files/pdf/2018/2018IRDS_OSC_Tables.xlsx
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Figure OSC-21   Group III-V Compound Semiconductors Potential Solutions 

 

6.2.4. ANTENNAS TO SUPPORT 5G COMMUNICATION 
Both mMIMO and mmWave based communications are proposing to use highly directionally focused beams, to and from 
the user, to increase range while using less power.  

The potential solution is to employ phased array antennas where signals of multiple small antennas are shifted to 
constructively reinforce in the desired direction and destructively interfere in other directions. Several groups have 
demonstrated these on silicon substrates while others are fabricating them on laminate substrates. The challenge is to have 
energy and component efficient operation to meet cost and energy objectives. With phased array antennas, the signals must 
be timed to constructively interfere and change direction as the communication direction changes. Base stations may employ 
more sophisticated control, but mobile smart phones need simple, low cost, low power techniques.  

For mobile phones, the cell phone would need to have multiple antennas to receive and transmit information and each 
antenna would need to have a PA and an ADC and DAC[13] which would consume considerable power operating with 
high precision at high frequencies. In the transmit mode, the antenna array would operate as an active phased array to focus 
transmission toward the base station. To overcome the high operating power of the high precision DAC/ADCs, use of 
hybrid analog/digital preprocessing[14, 15] or lower precision DAC/ADCs (1bit)[13, 15, 16] has been proposed. To 
compensate for potential blockages[17], multiple antennas would need to be integrated into the cell phone to be connected 
with multiple base stations.[18]  

Since the mmWave focusing antenna has multiple elements transmitting signals with different phases, the antenna array 
would need to be fabricated on a smooth substrate with low k dielectric and precise control of feature size shape, and 
separation. For 28 GHz the ¼ wavelength is ~0.25 cm and at 72 GHz the ¼ wavelength is ~0.1 cm, so distortions of some 
fraction of this could cause problems with beam forming. Substrates with variation in surface height could result in phases 
being shifted resulting in changes in the direction of the focused beam. Similarly, the phased array substrate must not warp 
with temperature or the beam focus and direction could shift with operating temperature. Thus, thin substrates with high 
modulus and low dielectric constant will be needed as frequencies increase to low mm wave range. 

Since the number of antennas in a mobile phone continues to increase, a switchable antenna has been proposed that could 
switch between diversity mode and MIMO mode[60]. Also, an antenna has been proposed that could receive 4G and 5G 
(3.5 GHz MIMO)[61]. 

First Year of IC Production  - 
Manufacturing/Technology Readiness 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030

III-V Semiconductors
Thermal Management

Enhancement mode devices

Epitaxy and Substrates
GaN on Silicon

        GaN on Diamond
Larger diameter  substrates 
    200 mm GaAs
    150mm InP
    150mm SiC
    100mm GaN
Lower defect density SiC substrates

Device Scaling (both FET and HBT)
       Ohmic Contact Resistance Reduction
       Junction  Control (Dimension, Epitaxy, 
Heterogeneous Integration of III-Vs on 
Silicon
High throughput sub-100 nm eBeam 

Multi-level interconnect/high level 

Uniformity, Reproducibility and Yield

This legend indicates the time during which research, development, and qualification/pre-production should be taking place for the solution. 
Research Required
Development Underway
Qualification / Pre-Production
Continuous Improvement
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6.2.5. TERAHERTZ ELECTRONICS 
Radiation in the terahertz (THz) range, which is non-ionizing and enables imaging through opaque material layers, is of 
potential relevance for a large variety of applications [DVL17, RS18] such as: non-destructive material inspection, medical 
diagnostics, transportation, security screening, industrial automation, extremely high date-rate communications, and space 
exploration. Unfortunately, THz signal power generation at room temperature (RT) by either electronic or optical 
components presently suffers from poor device performance. Particularly, between 0.5 and 10 THz the output power of 
both optics and electronics drops to very low levels. Similarly, signal detection in this THz gap is plagued by high loss in 
the frequency conversion process. The realization and deployment of future, partially mobile, RT-integrated THz systems 
will be driven mainly by cost, form-factor, signal power, and energy-efficiency. These requirements and the much easier 
integration with digital signal processing circuitry favor electronics-based systems over purely optical systems.  

Semiconductor technologies with transistor cut-off frequencies far beyond 300 GHz (the lower limit of the so-called THz 
gap) have been surveyed in [55, 57, UGS17, Mei15, RS18].  The performance of various circuit blocks based on present 
and future (expected) HBT technology have also been assessed[UGS17 and VSB17]. One of the results of the European 
DOTSEVEN project was the first all-silicon computer tomograph operating in the THz gap using SiGe HBTs for radiation 
and Si CMOS based sensors. Monolithic ICs have also been demonstrated with InP High Electron Mobility 
Transistors(HEMT)TH1.  

To enable precise shaping and decoding of modulated signals, THz electronics may be needed to provide the drivers, 
amplifiers and detectors for both photonics and RF. With 5G pursuing both <6 GHz massive MIMO and mmWave RF, 
technologies beyond 5G may require 100GHz+ operating frequencies. Furthermore, photonics is increasing data rates in 
single fibers through a use of multiple wavelengths and modulation of different photonic properties. In either case, 
electronics is needed to process the data stream and feed data to the CPUs. THz electronics will be needed in the future to 
support these high communication data rates. 

A major challenge of THz electronics is the loss of output power with frequency. Thus, obtaining gain and product-level 
output power will require transistor cut-off frequencies well beyond 1 THz. Other challenges are the development of suitable 
low-cost THz packages as well as measurement techniques and equipment for standard device and circuit characterization. 
Therefore, opening up the THz gap for electronic applications benefiting society will be require innovations at the device, 
material, and system architecture level as well as in circuit design techniques and modeling. 
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7. CROSS TEAMS 
7.1. SYSTEMS AND ARCHITECTURE 
OSC needs a set of system performance requirements as a function of time for the next fifteen years. Capabilities that will 
drive high volume high performance optical and RF device and system performance include Communication within a data 
centers, Mobile Smart Phone Applications, and some IoT applications.  

For data center communication, the critical performance metrics include data rate per server unit, energy per bit and latency 
requirement for server to server communications. 

For Mobile Smart Phones, the critical requirements include RF operating frequency, maximum data rate, power 
requirements, number of frequency bands (operating frequencies) and antenna requirements. 

The important metrics for IoT applications are: operating frequency, data rate, range, and energy requirements. 

7.2. MORE MOORE 
OSC will provide input to More Moore on requirements for RF devices and specifically identify gaps in performance targets 
for FETs and the parasitic capacitance and resistances for gates and S/D contacts. 

OSC will provide information to More Moore on circuits/components that may be heterogeneously integrated in 3D with 
other integrated circuits. OSC will also identify new materials that would most likely be used in 3D integrated applications. 
This will include RF circuits/devices and optical interconnects that could be integrated at the wafer level or in 3D with 
CMOS integrated circuits. 

7.3. TEST 
OSC needs support from test to measure RF devices and antenna structures to support 5G development. Also, OSC needs 
support from test to measure the performance of optical interconnect devices and systems as shown in Table OSC-18. 

Table OSC-18   Optical Interconnect Test Capability Requirements 
 

7.4. EMERGING RESEARCH DEVICES 
OSC needs new devices to enable photonic switching and routing and devices that operate at high frequency with low 
parasitic capacitance and resistance.  

7.5. PACKAGING 
OSC will identify to the packaging IFT critical capabilities needed to package Optical and RF components.  

To package optical interconnects, the package must accommodate a diversity of materials with different coefficients of 
thermal expansion, so the package CTE must be matched with that of critical components or the modulus of the package 
must be low to absorb strain. The temperature of some components including lasers and photodetectors must be controlled 
within a specified range.  

7.6. EMERGING MATERIALS 
OSC will identify material characteristics required to enable solutions to difficult challenges for optical interconnects and 
RF communication.  

For optical interconnects, challenges that could be solved with a new material include: high thermal conductivity heat 
spreading materials that are electrically insulating, polymer optical waveguide materials with losses less than 0.01 dB/cm, 
Longer term, devices that could enable photonic logic and routing are being investigated. This would require materials that 
can switch optical properties of one wavelength when exposed to a different wavelength. 

For RF components, materials are needed that reduce gate conductor resistance and materials or structures that reduce 
specific contact resistance for contact to silicon, SiGe, InP, GaAs, GaN and other III-V materials. These materials are also 
needed by More Moore to support improvements to silicon and SiGe devices.  

https://irds.ieee.org/images/files/pdf/2018/2018IRDS_OSC_Tables.xlsx
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7.7. ENVIRONMENTAL SAFETY, HEALTH AND SUSTAINABILITY 
OSC identifies to ESH/S new materials that will be used to manufacture optical interconnects and RF components or be 
incorporated in them. OSC also identifies materials and product operating effects whose properties need to be assessed 
through product life. 

For optical interconnects and RF devices, the most obvious materials that must be assessed through product life are Ga, As, 
InP and GaN. 

For RF devices, with 5G planning to use mmWave (28–300 GHz) [0.115–1.24 meV] which stimulate vibrational states on 
O2 and N2 at specific frequencies and could cause local heating in focused applications. Potential biological interactions 
need to be investigated for use in mobile smart phones where focusing antennas will be used.  

7.8. IEEE FUTURE NETWORKS BEYOND 5G ROADMAP TEAM 
OSC needs information from the IEEE Future Networks Beyond 5G Roadmap teams on the frequencies and methods to be 
employed to communicate to mobile phones, autonomous vehicles and other high performance IoT devices. 

7.9. INTERNATIONAL ELECTRONICS MANUFACTURING INITIATIVE (INEMI) OPTICAL 
INTERCONNECT TEAM 

OSC needs information from iNEMI on performance requirements for optical interconnects in different applications. 
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8. EMERGING/DISRUPTIVE CONCEPTS AND TECHNOLOGIES 
8.1. MMWAVE COMMUNICATION 
Although mmWave was first demonstrated in radio communication over 100 years ago, it is now being considered for 5G 
communication. It is disruptive in that it enables very high-speed data communication; however, there are very serious 
issues that must be resolved for it to be widely adopted. First of all, it is absorbed by atmospheric gases, so the range is 
limited to hundreds of meters. Second, mmWave signals are significantly absorbed or blocked by buildings, humans, trees, 
etc. There are a number of technologies and approaches being developed to minimize the impact of these issues including 
use of active phased array antennas to focus signals to the receiver and reduce power required for communication and 
building micro base stations to increase coverage. Active phased array antennas consist of a matrix of antennas that have 
the phase of each antenna element coordinated to have phases constructively interfere in the target broadcast direction and 
destructively interfere in other directions. Antennas with more elements are able to focus the broadcast more narrowly, 
while those with a small matrix of elements will have a larger angular spread of the signal. By focusing the signal to the 
user, lower energy is used to produce a stronger signal at the users’ antenna than if the signal were broadcast in all directions. 
Although this may extend the range of the base station, micro base stations are being proposed that would be placed in 
higher density to insure high coverage. Within buildings, in building stations would need to connect with users enter and 
connect with them as they moved from room to room.  

8.2. INTEGRATED SILICON PHOTONICS  
A significant barrier to broadly using photonics in “wired” applications is the cost of integrating a wide range of components 
into a photonic transceiver, assembling it with fiber and installing it for the application. Recently, a few companies have 
developed integrated silicon photonic “chips” that are “self-aligned” to fibers. These silicon photonic chips have InP lasers, 
modulators, and multiplexer (MUX) to feed multiple wavelengths into a fiber. They also have a similar chip that has a 
demodulator (DeMUX) and photodetectors to receive signals from the transmitter. This enables significant cost reduction, 
increase in data rates and eliminates the tedious assembly of multiple discrete devices. With this milestone, it is expected 
that increases in data rate will proceed and enable reduction in price per bit in future technologies.   

8.3. PHOTONIC SWITCHING AND ROUTING 
In large data centers, data is converted from electrical to optical, transmitted over fiber, then converted back to electrical 
signals at a router where the electrical signals are routed and converted to optical signals and transmitted to the next router. 
In some cases, this happens up to seven times before the data reaches its destination and these repeated conversions add 
latency to the communication between servers and other servers or the internet. Work has progressed on hybrid 
electrical/optical routing where electrical signals establish a route for the optical signals by positioning MEMs devices and 
later E/O modulators and switches. Thus, once the electrical path has programmed the path, the optical signals move through 
the routers without conversion to electrical signals. For large data packets, this is very efficient and reduces latency; 
however, for small packets, this may not be efficient. Research is currently investigating devices for all optical switching 
and routing to enable all optical routing for small packets of information. 

8.4. EMERGING PHENOMENON TO ENABLE NEW PHOTONIC CONTROL 
Phenomenon that have the ability to optically amplify, or modulate (wavelengths, polarization or direction) photonic signals 
or enable photonic memory have the potential to enable lower latency communication in data centers.  A few of the new 
phenomenon are listed to provide examples of research that is emerging.  

Plasmonic and dielectric have been demonstrated to rotate polarization of photons in waveguides.[62] This is a major step 
toward the ability to change the mode of light in waveguides. 

A single photon has been demonstrated to initiate 50 ps switching of another wavelength in strongly coupled quantum dot-
cavity systems.[63] The ability to activate a photonic switch with a very low trigger level of light could be used to send the 
routing signal over the same fiber or waveguide as the signal. 

A composite photonic crystal on a semiconductor laser enables steering of the emitted laser beam.[64]  

Optical gain has been demonstrated with an Au plasmonic waveguide embedded in a fluorescent polymer.[65]  

Packets of light have been shown to persist in a non-linear resonator for use in pulse reshaping, wavelength conversion, and 
possibly short-term memory.[66]  
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9. CONCLUSIONS AND RECOMMENDATIONS 
9.1. OPTICAL INTERCONNECT CONCLUSIONS 
Optical interconnects are used in a number of applications to replace copper interconnects. For data communication in local 
area networks and data centers, it is to increase communication data rates and reduce power consumption. In automobiles, 
it is to reduce the weight of communication medium and make automobiles more recyclable; however, as autonomous 
vehicles are developed higher data rates will be required to provide the navigation and collision avoidance system with 
input from a wide range of sensors. In aircraft, optical interconnects are immune to electromagnetic interference and reduce 
the weight when replacing copper interconnects.  

For optical interconnects, the introduction of integrated silicon photonic devices has the potential to both reduce cost and 
increase data rates in fiber communication. This could enable optical communication to be connected in computers and 
servers and reduce both latency of communication, increase rates of data communication, and reduce the power required to 
send information. For data centers, this could enable new architectures that would enable faster more efficient 
communication of data.  

A significant cause of latency in data centers is the conversion of optical signals for routing and all optical routing has the 
potential to reduce latency and reduce energy consumption. Hybrid electrical/optical routing systems have been 
demonstrated and result in significant reduction in latency for communication of large data sets. Research is making 
progress on devices that could enable all optical routing in data centers. 

9.2. OPTICAL INTERCONNECT RECOMMENDATIONS 
In the future, industry should continue to fund research on more energy efficient, compact lasers, modulators and 
detector/amplifier circuits. They should also evaluate the potential of hybrid E/O and all optical switching and routing 
capabilities to determine whether they could enable more energy efficient communication within data centers.  

With the switch density continuing to increase without any increase in space for connectors, industry should explore new 
connector technology (e.g., “Break Out” connectors) that would support more servers communicating with the switching 
matrix. 

With photonic modules for in rack applications coming on the market, it is critical that technology be developed that 
supports interoperability and serviceability to enable high volume use in data centers.  

9.3. RF WIRELESS CONCLUSIONS 
RF wireless continues to be the primary means of connecting internet of things (IoT) devices to the internet, where IoT 
includes mobile phones, a wide range of sensors and actuators used in homes, businesses, factories and warehouses. 
automobiles, and aircraft. With the growth rate of IoT devices connected to the internet and growing number of high data 
rate applications (e.g. virtual reality, etc.), higher bandwidth will be needed to support the growth in communication 
between devices and with data centers. Many networks of sensors are specialized and the primary focus is on increasing 
energy efficiency and connection range but need to be connected to the internet. Clearly, the highest volume of high data 
rate applications will be smart mobile phones; however, with the development of autonomous vehicles they will need high 
bandwidth to receive telemetry data on traffic flow, obstructions and to send sensory data and decision analysis to the 
manufacturer and traffic control functions.  

As 5G is developed, mmWave will be implemented to connect micro base stations to the internet and mmWave and massive 
MIMO will be implemented to connect mobile phones, autonomous vehicles, robots, smart cities and smart homes to the 
internet. mmWave will require a higher density of base stations and focusing signals to users to connect applications to the 
internet due to atmospheric absorption and obstruction absorption. Massive MIMO will need to have multiple transmitters 
communicating with the user, but also find novel approaches of reducing power consumption.  

Forecast performance of CMOS, SiGe and III-V devices should meet the requirements of emerging RF applications; 
however, cost may become challenging for very high frequencies. Key challenges for improvement in the performance of 
CMOS, SiGe and III-V devices are reduction in resistance of conductors and reduction in contact resistivity.  

9.4. RF WIRELESS RECOMMENDATIONS 
Support research in novel RF CMOS, SiGe and III-V devices and their fabrication processes, especially for low resistance 
conductors and low contact resistances with device elements. Industry should work vigorously with the IEEE Beyond 5G  
Roadmap and Standards Committees to define in more details technology requirements.  
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